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ABSTRACT 

This thesis presents a real-time facial recognition system utilizing our human visual 

system algorithms coupled with classical Logical Binary Pattern (LBP) feature 

descriptors. Specifically, we first use the Weberôs Law based human visual system to 

obtain decomposed images. Then, features are extracted using logarithmic Logical Binary 

Patterns (LBP). The contributions of this work include introducing region weighted 

models for facial components. We investigate two models, Hybrid region weighted 

model and Hybrid-Holistic region weighted model, and compare and contrast the 

performance on public databases of faces. Finally, the similarity ranking is obtained by 

fusing the chi-squared distance evaluated from each individual facial region. The system 

can quickly find and rank the closest matches of a test image to a database of stored 

images. For our prototype application, we supplied the system testing images and found 

their best matches in the database of training images. 

This system can also be applied in many real life applications. One of them is 

automatically matching composite sketches to facial photographs. Different sketches 

hand drawn by artists or composite sketches synthesized using facial composite software 

can be compared to a database of photographs for the closest match. This is a particularly 

useful application for law enforcement agencies. Furthermore, other applications that 

could utilize this work include finding missing children or victims of human trafficking.  

Our methodology produces a low cost and efficient detection and recognition that 

weights more important facial features that may still be important to identify individuals, 

even though many years may have passed between the times the last known photograph 
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was taken. Often times, age progressed composite sketches are created to aid in the 

search. These sketches can be used in our system to help find individuals that have gone 

missing or to help locate wanted criminals.  

Finally, we investigate the limitations of the system by applying the algorithms for other 

non-human facial features, namely matching animals. These experiments reveal the 

specialized features that researchers must take into consideration when searching for any 

subject possessing a ñfaceò. 

Experimental results have clearly shown the promising performance and a great value to 

law enforcement agencies. 
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CHAPTER 1 

1. INTRODUCTION  

1.1. Facial recognition and Sketch recognition 

A facial recognition system is a computer application for identifying or verifying a person from 

a digital image or a video frame from an imaging sensor such as a camera. Facial recognition has 

become one of the most popular areas of research in computer vision during the past several 

years. Facial recognition systems have produced successful applications for image analysis and 

understanding [1]. There are at least two reasons account for this trend: the first is the wide range 

of commercial and law enforcement applications, and the second is the availability of feasible 

technologies resulting from over 30 years of research [2].  

Sketches are hand-drawn informal figures which are often created as a way of thinking about or 

working through a problem [3]. In many cases, we use sketches to match the most likely person, 

when the facial photograph of a person is not available.  

A generalized procedure for the facial recognition problem can be presented as follows: Given 

still or video images of a scene, the process involves segmentation of faces from cluttered 

backgrounds, extraction of features from the facial region and then identify and match the person 

of interest using a stored database of faces. In order to narrow the search, available collateral 

information such as race, age and gender can be used. The generic face recognition task thus 

http://en.wikipedia.org/wiki/Digital_image
http://en.wikipedia.org/wiki/Film_frame
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posed is a central issue in problems such as an electronic line up and browsing through a 

database of faces [4]. 

1.2. Application for Facial recognition and Sketch recognition 

Facial recognition systems are identification systems that use facial image processing. This area 

of research is becoming a very popular technology [5]. Facial image processing and analysis 

methods are most widely applied in identification and authentication. They have numerous 

applications in computer and physical access control, and digital entertainment[6]. Facial 

recognition technology (FRT) has numerous commercial and law enforcement applications. 

These applications range from static matching of controlled format photographs such as 

passports, credit cards, photo IDôS, driverôs licenses, and mug shots to real-time matching of 

surveillance video images presenting different constraints in terms of processing 

requirements[4]. 

Helping to determine the identity of criminals is also an important application of facial 

recognition systems; however, in many cases the facial photograph of a suspect is not available. 

In these circumstances, drawing a sketch following the description provided by an eyewitness or 

the victim is a commonly used method to assist the police to identify possible suspects [7]. Due 

to budgetary reasons, many law enforcement agencies use facial composite software, which 

allows the user to create a computer generated facial composite (composite sketch), instead of 

employing forensic sketch artists [8]. 
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Therefore, research on facial recognition and sketch recognition has become more significant 

and relevant in recent years owing to it potential applications [9]. Therefore, it is not surprising 

that it presents many challenging problems in the field of image analysis and computer 

vision[10]. 

1.3. Background work of Facial recognition and Sketch recognition system 

Automated facial recognition has made dramatic progress over the past decade [11]. There are 

several related background concepts. 

1) Image processing [12] : image processing is which the input is an image, such as a photo or 

video the output of image processing possibly will either be an image or a set of 

characteristics or parameters connected to the image. Image processing regularly refers to 

digital image processing, except optical and analog image processing also are likely.  

2) Feature extraction [13]: When the input data to an algorithm is too large to be processed and 

it is suspected to be notoriously redundant, then the input data will be transformed into a 

reduced representation set of features. Transforming the input data into the set of features is 

called feature extraction. If the features extracted are carefully chosen, it is expected that the 

features set will extract the relevant information from the input data in order to perform the 

desired task using this reduced representation instead of the full size input. 
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3) Pattern recognition [14]:  pattern recognition is the task of a label to a given input value. 

An illustration of pattern recognition is classification, which attempts to allot each input 

value to a particular group or bin. But, pattern recognition can encompass other types of 

output formats as well. Other illustrations are regression [12], which assigns a real-valued 

output to each input; succession labeling, which assigns a class to each member of a 

sequence of values and parsing, which assigns a parse tree to an input sentence, telling the 

syntactic structure of the sentence. 

4) Facial recognition: A facial recognition system [15] is a computer application for 

systematically identifying or confirming a person from a digital image or a video frame from 

a video source. One of the behaviors to do this is by comparing selected facial features from 

the image to a facial database. It is classically used in security systems and can be compared 

to other biometrics such as fingerprint or eye iris recognition systems. 

1.4. Challenging of current recognition system 

1.4.1. The image quality 

The primary requirement of a facial recognition system is the expectation of the presence of 

good quality facial image as the input, which was collected under specified conditions. This 

could include lighting, pose and angle at which the photograph was obtained. The image quality 

is an important factor for extracting image features. The robustness of approaches will be lost if 
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the computation of facial features is not accurate. Thus, even the best recognition algorithms 

deteriorate as the quality of the image declines [16].  

1.4.2. Illumination P roblem  

The same face may appear differently due to changes in lighting. Illumination can change the 

appearance of an object drastically. Robust systems must be able to perform quality image 

recognition in the presence of  irregular lighting conditions [17].  

1.4.3. Pose Variation  

Since frontal facial images contain much more details of an individual, we usually use frontal 

images in testing prototype databases. However, the images captured by public access are rotated 

in daily life. The pose problem has been divided in to three categories: 1) Simple case with small 

rotation angle. 2) Most commonly addressed case, when there is a set of training image pairs, 

frontal and rotated images. 3)Most difficult case, when training image pairs are not available[18].  

1.4.4. Facial expression 

Facial expressions in particular are regarded as one of the most immediate and powerful means 

for humans to communicate their expressions, intentions and opinions to others. Therefore, facial 

expression plays an important role in the cognition of human expressions [19]. Face to face 

communication is largely based on implicit and nonverbal signals expressed through body, head 
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posture, hand gestures and facial expressions for determining the voice message unambiguously 

[20]. 

Facial expression is a unique and complicated aspect of humans. It is often difficult to express in 

few words what a single expression can communicate. Thus, this makes facial recognition even 

more challenging.  

1.4.5. Other Challenges 

Besides all those difficulties that are listed above, there are still plenty of challenges for real life 

facial recognition systems. Additional factors like aging (a natural biological change); plastic 

surgery (a medically induced change); non-permanent makeup; gender information to just name 

a few. 

1.5. Thesis contribution and organization 

This thesis presents a novel facial recognition approach which computes a description of 

weighted facial regions based on the combination of the properties of the Human Visual System 

(HVS) and Local Binary Patterns (LBP). The new system can evaluate the similarity between a 

training image and a testing image, as well as select a best matching image according to the 

similarity score. 

A new composite sketch-to-photo facial recognition system is introduced where we demonstrate 

our new algorithms on public databases as well as our own sketch data base of Panetta Imaging 
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and Simulation Laboratory members for our experimental study. We synthesized composite 

sketches for each subject using a commercially available facial composite system, called Faces.  

We believe our prototype system will be of great value to law enforcement agencies.  

In addition, we developed two different region weighted models based on single region 

contribution. The first one is called the hybrid region weighted model. The second model is 

called the holistic-hybrid region weighted model. By applying these two region weighted models, 

we improve the recognition results. 

Furthermore, we utilize our recognition system to realize different real-life applications, such as 

finding missing children, tracking wanted criminals and finally test the limitations of our system 

for other non-human faces such as in pet-finding. 

The remainder of this thesis is organized as follows: 

Chapter 2 provides an overview of mathematical framework of the Human Visual System based 

image decomposition. Chapter 3 briefly reviews previously established Local Binary Pattern 

operators. Chapter 4 shows two different region weighted models. The effect of parameter 

selection on the algorithm is also presented. Chapter 5 presents a novel a real-time facial 

recognition system utilizing our human visual system algorithms coupled with logarithmic 

Logical Binary Pattern (LBP) feature descriptors. We perform our experiments using different 

public face databases. Chapter 6 proposes a new component-based sketch-to-photo recognition 
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system and lists several real-life applications. Finally, conclusions are drawn based on the 

experimental results of the presented materials.  

A block diagram illustrating the flow of this thesis is shown in Figure 1.1 
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Figure 1.1 Flow diagram of the thesis 
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CHAPTER 2 

2. HUMAN VISUAL SYSTEM (HVS) BASED IMAGE DECOMPOSITION  

Human Visual System (HVS) algorithms aim to provide a similar performance as human eyes, 

the best existing facial recognition machine, in a low-cost, accurate and efficient manner. Unlike 

other edge detection methods (Sobel [21, 22],Roberts [23],Prewitt[24],Canny[25, 26]), which are 

implemented in two steps: gradient image calculation and thresholding, the human visual system 

(HVS) is adapted to extract local structural information [27]. Common edge detection methods 

apply the same transform to all pixels in the image, regardless of local image information. 

However, in many cases, instead of using global algorithms, it is necessary to adapt the 

enhancement within local regions of the image. Therefore, the human visual system can be an 

effective method for using global algorithms locally in an image[28]. 

HVS algorithm is an excellent image processor capable of detecting and recognizing image 

information, it is only natural to bridge the gap between these psycho-physical attributes and the 

way in which images are represented and manipulated [29], [30], [31],[32]. Also, HVS is 

sensitive to relative, and not absolute, luminance changes for a large range of background 

intensities [33]. 
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In this chapter, we will discuss human visual system based image decomposition, resulting in a 

more adaptive thresholding grayscale edge map, which more closely resembles how the human 

eye distinguishes objects from the background. 

2.1. Human psychovisual phenomena[34] 

The Human Visual System (HVS) based thresholding Algorithm is used for determining the 

most pertinent information and less informative data in an image. This is related to the human 

eye detect ability according to daily experience.  

Brightness can be defined as the absolute brightness and relative brightness depends on the 

psychological sensation associated with the amount of light stimulus. Usually, absolute 

brightness could not be measured by the human eye because of its great adaptive ability. 

However, the relative brightness is an observer's feeling of difference in grayness between the 

objects. The term contrast is used to emphasize the difference in luminance of objects. The 

perceived grayness of a surface depends on its local background and the perceived contrast 

remains constant, if the ratios of contrasts between object and local background remain constant 

[35].  

In psychology, contrast C refers to the ratio of difference in luminance of an object Bo and its 

immediate surrounding Bs, i.e. 

ss

so

B

B

B

BB
C

D
=

-
=

||
                                                     (2.1)                                                                                           
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The visual increment threshold (or just noticeable difference) is defined as the amount of light 

necessary to add to a visual field of intensity B such that it can be discriminated from a reference 

field of the same intensity B. It therefore gives a limit for a perceivable change in luminance or 

intensity. 

The major problems in a low intensity level image, which any image processing system has to 

deal with are[36]: (i) Detection of changes occurring in a low steady but visible illumination (i.e. 

minimum detectable change), and (ii) Detection of the mere presence or absence of light under a 

dark adapted condition (i.e. absolute visual threshold). 

At a low intensity near the absolute visual threshold, the visual increment threshold Ўὄ  is 

constant. With an increase in intensityὄ, Ўὄ  converges symptomatically to the Weber 

behavior. This type of behavior is exhibited in a brightness incremental threshold for white broad 

band spectra and monochromatic narrow band spectra[37]. 

A characteristic response in the logЎὄ  ï log ὄ plane is presented in figure 2.1. There are four 

different types of regions of response characteristics displayed by the human eye. They are the 

De Vries-Rose region, the Weber region, the saturation region, and the dark region. The Weber 

behavior is characterized by the unit slope of the curve. The preceding region with slope 1/2 is 

known as the De Vries-Rose region. It has been shown [37] that if the central visual processor 

behaves as an optimum probabilistic detector, the incremental visual threshold follows the square 

root law, i.e.Ўὄ ᶿЍὄ. However, in the actual case, this rule is followed in a small restricted 
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region (Figure 2.1). The dashed curve shows the deviation from Weber's law. This deviation, 

which represents a saturation region, is not usually exhibited by the retinal cone mechanism even 

under very high intensities, but could occur in very restricted cases.  

From Figure 2.1 it is seen that variation of log Ўὄ against logЎὄ in the De Vries-Rose region is 

slower than that in the Weber region. In other words, the discrimination ability in the De 

Vries-Rose region is greater than in the Weber region. The possible reason for this 

discrimination ability can be attributed to inherent visual nonlinearity. 

.  

Figure 2.1: The increment threshold Ў"  as a function of reference intensity B 
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According to Figure 2.1, the threshold values in the DeVries-Rose region, the Weber region and 

the saturation region are defined by the linear equations (2.2), (2.3) and (2.4) respectively: 

ÌÏÇ" ÌÏÇ+" ÌÏÇ"ÌÏÇ+                                             (2.2)                                           

ÌÏÇὄ ÌÏÇὑЍὄ ὰέὫὄὰέὫὑ                                         (2.3)                                         

ÌÏÇὄ ςὰέὫὄὑ                                                        (2.4) 

                                                    

2.2. Adaptive Thresholding [34] 

As we know, adaptive thresholding is a thresholding method focusing on objectsô location and 

environment brightness. All the thresholding details are described by the graph in Fig. 2.2. 
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Figure 2.2: The Buchsbaum Curve: Approximation of the Increment Threshold log BT as a 

function of Reference Intensity log B. 

In order to simplify the case and analysis we assume that the DeVries-Rose region extends 

between x1 and x2 (Figure 2.2) (x, corresponds to absolute visual threshold), the Weber region 

between x2 and x3 and the saturation region beyond x3. The value of B corresponding to log B=xi 

is assumed here to be Bx, i=1, 2, 3. Hence, 

ὼ ὰέὫὄ
     
     Ὢέὶ Ὥ ρȟςȟσ                                      (2.5) 

Let Xo and B t be the maximum value of log B and B respectively. Let us assume further that 

ὼ ὥὼ     Ὢέὶ Ὥ ρȟςȟσ                               (2.6) 

ὄ
   
 ὥ ὄ   Ὢέὶ Ὥ ρȟςȟσ                               (2.7) 

Where π ὥ ὥ ὥ ρȟπ ὥ ὥ ὥ ρ           
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The value of ЎὄȾὄ is remaining fairly constant over the entire Weber region with a value 

approximately equal to ˿  of the 
Ў

max, the maximum value over the entire dynamic range.  

Therefore, we can get, 

ὑ
Ў

 
Ў

                                (2.8) 

At the point (x2, y2), both (2.2) and (2.3) are satisfied according to Fig.2.2. Hence we can get, 

ώ ὼ ὰέὫὑ ὼ ὰέὫὑ                            (2.9) 

Or, 

ὼ ÌÏÇ                                         (2.10) 

Then from equation (2.6), we can get, 

ὰέὫὄ ÌÏÇ                                      (2.11) 

Or, 

ὑ ὑ ὄ                                       (2.12) 

Similarly, from the Fig 2.2 the point (x3, y3), we can get, 

ὑ ὑȾὄ                                       (2.13) 

The minimum values of the increment threshold corresponding to De Vries-Rose, Webber and 

Saturation regions are presented in (2.14),(2.15) and (2.16); 
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Ўὄ ὑЍὄ
Ѝ Ў

ὄ ȟ ὄ ὄ  ὄ                       (2.14) 

Ўὄ ὑЍὄ
Ѝ Ў

ȟ ὄ ὄ  ὄ                        (2.15) 

Ўὄ ὑЍὄ
Ў

 
ȟὄ  ὄ                           (2.16) 

Hence, for a particular pixel in an image having intensity Bp, we can have its thresholding 

formula given by: 

Either, 
Ў

Ѝ
ὑ ύὬὩὲ ὥὄ ὄ ὥὄ                                       (2.17)                                                 

Or, 
Ў

ὑ ύὬὩὲ ὥὄ ὄ ὥὄ                                          (2.18) 

Or, 
Ў

ὑ ύὬὩὲ ὄ ὥὄ                                                 (2.19)                                                                 

With, 

Ўὄ ȿὄὴ ὄȿ                                         (2.20)  

2.3. The Human Visual System based Thresholding Algorithm  

In this section, we will use all the basic physical background knowledge to explain the HVS 

thresholding methods. By doing the thresholding process, we can produce the decomposed 

images according to the most pertinent information and less informative data in an image. 

Thresholding is based on the background intensity and the gradient information at each pixel. 

The background intensity can be calculated as a weighted local mean using the following 

formula (2.21):  
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Where B(x,y) is the background intensity at each pixel, X(x,y) is the input image, Q is all of the 

pixels which are directly up, down, left, and right from the pixel, and Qô is all of the pixels one 

pixel distance away in the diagonal directions. The gradient can be represented by any standard 

gradient detection algorithm. Here, we are using the Sobel operator. Thus the gradient is 

obtained using[38]:  

),( yxGx
=

ù
ù
ù

ú

ø

é
é
é

ê

è

+-

+-

+-

101

202

101

ᶻ ),( yxX
                                (2.22) 

),( yxGy =

ù
ù
ù

ú

ø

é
é
é

ê

è

---

+++

121

000

121

ᶻ ),( yxX                                 (2.23) 

22 ),(),(),(' yxGyxGyxX yx +=
                                         (2.24) 

Here Xô(x, y) is the gradient information and Gx¸ Gy are the directional gradients, while X(x, y) 

is the input image. 

HVS also emulates the way human eyes respond to visual incentive. Information received by the 

human eye is characterized by attributes like brightness, edge information, and color shades. 

Brightness is actually a psychological sensation associated with the amount of light stimulus 

entering the eye [39]. Due to the adaptive ability of the human eyes, the eye cannot measure the 
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absolute brightness; rather eyes measure the relative brightness [34]. The maximum difference in 

the image can be obtained by (2.25): 

)),(min()),(max( yxXyxXBT -=                               (2.25) 

Weberôs Contrast Law quantifies the minimum change required for the human visual system to 

perceive contrast, however this only holds for a properly illuminated area. There are four 

different regions shown in the figure below, DevriesïRose Region is from x1 to x2, Weber 

Region is from x2 to x3, Saturation region is from x3 to infinity, and the fourth region is from 

the origin to x1, containing the least informative pixels. However, the minimum change required 

is a function of background illumination, and can be closely approximated with three regions, as 

shown in Fig.2.3 [40]. 

 
Figure 2.3 Four regions of human visual response 
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There are three different regions of response characteristics displayed by the human eye. The 

first one is De Vries-Rose region, which approximates this threshold for under-illuminated areas. 

The second region is the Weber region, which models this threshold for properly-illuminated 

areas. Finally, there is the saturation region, which approximates the threshold for 

over-illuminated areas. 

The linear equations defining the De Vries-Rose region, the Weber region and the Saturation 

region are given respectively by, 

2loglog*
2

1
log KBBT +=D

                                   (2.26) 

1logloglog KBBT +=D                                        (2.27) 

3log*2log KBBT +=D
                                       (2.28) 

Here, K1, K2 and K3 are constants. The value of them is arrived at using the following formulas: 
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                                   (2.29) 

212 xBKK =
                                         (2.30) 

313 / xBKK =
                                         (2.31) 
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The thresholding parameter ɼ in (2.29) determines the amount of information to be placed in 

the fourth region which is not defined in The Buchsbaum Curve. In this work, we set ɼ as a 

constant 0.02. Then we assume Bxi corresponds to logB, for i = 1, 2, 3, so we can write: 

Tixi BB a=
                                             (2.32) 

Where Ŭ1, Ŭ2, Ŭ3 are parameters based upon the three different regions of response 

characteristics displayed by the human eye. Since Ŭ1 is the lower saturation level, it is effective 

to set this to 0. For Ŭ2, Ŭ3, it is necessary to determine these experimentally. In [34] it was found 

that the best results occurred when these parameters were set to 0.1 and 0.9, respectively. 

Using all this information, the image is first partitioned into the different regions of human visual 

response. These different regions are characterized by the formula for the minimum difference 

between two pixel intensities for the human visual system to register a difference. Next, these 

three regions are thresholded, removing the pixels which do not constitute a noticeable change 

for a human observer, placing these in a fourth image [41]. The formulas are: 

12 ),(),(1Im xx ByxBBforyxX ²²=
 and 

),(' yxX

),( yxB
1K²                  (2.33) 

23 ),(),(2Im xx ByxBBforyxX ²²=
 and 

),(' yxX

),( yxB
2K²                  (2.34) 

3),(),(3Im xByxBforyxX ²=
 and 

),(' yxX

),( yxB
3K²                   (2.35) 
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pixelsremainallforyxX ),(4Im =                               (2.36) 

The thresholded images given by first three formulas in (2.33), (2.34) and (2.35) represent the 

regions where human eyes can perceive a noticeable difference in intensity with respect to the 

image background. The last one represents the regions in the image where the intensity values 

remain constant according to the human visual perception. So it is efficient to combine Im1, Im2 

and Im3 for feature extracting. For our method, we use fusion methods to combine those useful 

regions together. In chapter 5, we will explain two different fusion methods in detail. 

2.4. HVS Based Image Decomposition 

HVS based image decomposition, which can segment the objects from their surroundings, 

provides a more accurate image pre-processing result.  

1) In this stage, we first convert the input images into grayscale images.  

2) Then we calculate the gradient magnitude and background information at each pixel of the 

grayscale images.  

3) Finally, by referring to HVS based thresholding rules, we can decompose the images into 

sub-images, which are the Weber Region, the De Vries-Rose Region, the Saturation Region 

and remaining image pixels.   

Fig. 2.4 is two examples of image decomposition results based on human visual system.   
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(b)

(c)

(d)

(e)

(f)(a)

 

2.4(a) Original Grayscale Image (b) Weber Region (c) De Vries-Rose                                                  

Region (d) Saturation region(e) Remaining image pixels (f) Result of addition fusion of (b), (c), 

(d)and(e) 

 

2.5. Discussion about Parameter Selection for HVS  

Two sets of parameters are used for image decomposition algorithms. They are the alpha 

parameter and the beta parameter. Changing the alpha and beta variants will produce a different 

dynamic thresholding algorithm. In this section of the thesis, we will discuss the effects obtained 



 23 

 

by varying the alpha and beta parameters in the edge detection and image decomposition 

algorithms. 

a. Alpha variation  

The alpha parameters determine the boundary of the different regions for HVS based image 

decomposition. The selection of alpha values depends on how much weight needs to be placed 

on the individual regions. The Weber region is given the maximum weight because it contains 

most of the illumination changes compared to the other regions in the HVS based image 

decomposition. The typical values chosen for alpha parameters are:  ɻ ρ π, ɻσ πȢρ and 

ɻς πȢω for image decomposition.  

b. Beta variation 

Beta is the thresholding parameter for HVS based image processing algorithms. A very low 

value of beta may result in false edges appearing in the edge map. Increasing the value of beta to 

a great extent may result in loss of edges. The value of beta also depends on the choice of the 

image. Here is a table that lists the selections of different beta value [42]. 

Table 2.1 Summary of beta values[42] 

Range of beta Typical Values Applications 

Low 0.001 ï 0.005 
Edge detection in synthetic 

images 

Medium 0.02 ï 0.06 
Edge detection in natural 

images, edge based feature 
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extraction from natural 

images and other 

applications involving the 

gradient image. 

High 0.2-0.4 

Amount of gradient 

information to be retained 

is really low.  

2.5.1. Image edge detection based on HVS 

In the section, we will show some examples of edge detection based on Human Visual System. 

As stated above, the essence of HVS based edge detection is to decompose the image into four 

different regions based on local information and background intensity and then apply an adaptive 

threshold on it. Then, we can get a grayscale edge map which keeps the most important 

information of an image. 

2.5.2.  Experimental binary results of different kinds of edge detection  

In this section, we present a comparison between a HVS based edge map and other common edge 

detection methods. In order to realize a binary edge map, we select a threshold value manually. 
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(a) (b) 

(c) (d) 

(e) (f) 
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(h) 

Figure 2.5(a) Original Image, (b) Original Grayscale Image , edge detection binary results using(c) 

Roberts, (d) Sobel,  (e) LoG edge detection, (f) Prewitt, (g) Canny, (h) HVS based edge detection 

 

Here, we will use a non-reference edge measurement to compare all the edge maps listed above. 

The established Non-reference Reconstruction based Edge Measure (NREM) is developed by 

Karen Panetta and Chen Gao[43]. And the results listed in table 2.2 are base on the binary edge 

maps in Fig.2.5. The bigger value means better binary edge map. 

Table 2.2 Example NREM comparison result 

Edge 

Measure 

Roberts Sobel  LoG Prewitt Canny HVS 

NREM 

value 

0.3918 0.6513 0.3645 0.6897 0.1318 0.7607 

 

(g) 
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2.6. Experimental Results of grayscale edge map of HVS based edge detection 

Original Image Grayscale edge map 
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Figure 2.6 the pictures of left row are original images and the pictures of right row are grayscale 

edge map using HVS based edge detection 
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CHAPTER 3 

3. A REVIEW OF LOCAL BINARY PATTERN FOR FACIAL RECOGNITION  

Facial recognition involves two crucial aspects: facial feature representation and classifier design 

[44]. Facial feature representation is a fundamental step for facial recognition, which means that 

if we cannot extract enough feature information or we capture too much useless information, 

even the best classifier design will fail. Hence, it is very important to create a good facial feature 

representation.  

Normally, there are three basic principles for a ñGoodò facial feature representation. First of all, 

the feature representation can tolerate the within-class variations whilst discriminate different 

classes well. Second, it can be easily and quickly extracted from the raw images. Last, it lies in a 

space with the low dimensionality in order to avoid computationally expensive classifiers [44].  

There are many existing algorithms for describing facial features: Principal Component Analysis 

(PCA) [45], Linear Discriminate Analysis (LDA) [46], and Independent Component Analysis 

(ICA) [47] have been widely introduced for feature extraction, and recently, representations 

based on the outputs of Gabor filters [48] at multiple scales, orientations, and locations have 

achieved superior performance for facial image analysis in [49] and [50].  

Local Binary Patterns (LBP) [51], a non-parametric method summarizing the local structures of 

an image efficiently, has received increasing interest for facial representation recently [52], [53]. 
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Tolerance against the monotonic illumination changes and computational simplicity is its biggest 

advantage. 

Up to now, Local Binary Patterns features have been extensively exploited for facial image 

analysis, including face detection [54], [55], [56], face recognition [52], [57], [58], [59], [60], 

[61], [62], facial expression analysis [63], [64], [65], [66], gender and age classification [67], 

[68], and some other applications [69], [70]. LBP was originally proposed for texture 

description[71], and has been widely exploited in many applications such as image and video 

retrieval, aerial image analysis, and visual inspection. 

In this chapter, we will review different LBP methodologies in context of facial image analysis. 

3.1. Classical Local Binary Patterns 

A local binary pattern (LBP) is a type of feature used for classification in computer vision. LBP 

is the particular case of the Texture Spectrum model proposed in 1990. LBP was first described 

in 1994[72]. It has since been found to be a powerful feature for texture classification; it has 

further been determined that when LBP is combined with the Histogram of oriented gradients 

(HOG) descriptor, it improves the detection performance considerably on some datasets [13]. In 

this section, we will review the basic idea and concept of classical Local Binary Patterns. 

The original LBP operator focused on every pixel of an image by thresholding a 3x3 

neighborhood window. Then, the next step is labeling according to the center pixel value. When 
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the center pixel's value is greater than the neighbor's value, write "1". Otherwise, write "0". By 

doing this we will get an 8-digit binary number (which is usually converted to decimal for 

convenience). 

Fig.3.1 is a specific example using to demonstrate the LBP operator. The derived binary numbers 

are called Local Binary Patterns or LBP codes. 

 

Figure 3.1 An example of the basic LBP operator 

At a pixel (xc, yc), the resulting LBP can be expressed in [73]: 

ὒὄὖὼȟώ ВίὭ Ὥς                                 (3.1) 

Where, Ὥ and Ὥ are gray-level values of the central pixel and the surrounding pixels, and the 

function s(x) is defined as: 

ίὼ
ρ   ὭὪ ὼ π
π   ὭὪ ὼ π

                                   (3.2) 

Since a small 3x3 LBP neighborhood cannot capture the dominant features with large scale 

structures, the operator was later considered to use neighborhoods of different sizes[51]. The 

basic LBP method uses a notation (P, R) to present a small circularly symmetric neighborhood 

which has P equally spaced pixels on a circle of radius R. 
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Fig. 3.2 shows some variants of circular neighborhood. 

 

Figure 3.2Examples of the extended LBP operator[52]: From left to right are the circular (8, 1), 

(16,2),and (8, 2) neighborhoods 

 

3.2. Uniform Local Binary Patterns 

Based on the explanation in 3.1, the LBP operator LBP (P, R) can produce 2
p
 different output 

values. It has been shown that some patterns contain more information than the others[52] 

among these 2
p
 different binary patterns formed by the P pixels in the neighborhood. However, 

people find that using only a subset of the 2
p
 binary patterns to describe the texture of the images 

can simplify the computation and analysis. 

An extension to the original operator uses uniform patterns [51]. A local binary pattern is called 

uniform if the binary pattern contains at most two bitwise transitions from 0 to 1 or vice versa 

when the bit pattern is considered circular. For example, the patterns 00000000 (0 transitions), 

01110000 (2 transitions) and 11001111 (2 transitions) are uniform whereas the patterns 

11001001 (4 transitions) and 01010011 (6 transitions) are not. In the uniform LBP mapping, 
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there is a separate output label for each uniform pattern, and all the non-uniform patterns are 

assigned to a single label. For instance, the uniform mapping produces 59 output labels for 

neighborhoods of 8 sampling points. Using uniform patterns instead of all the possible patterns 

has produced better recognition results in many applications. It also enables significant space 

savings when building LBP histograms. 

Moreover, the uniform patterns create a visualization of the LBP method as a unifying approach 

to the traditionally divergent statistical and structural models of texture analysis [52]. Each pixel 

is labeled with the code of the texture primitive that best matches the local neighborhood. Thus 

each LBP code can be regarded as a micro-Textron [74]. Local primitives detected by the LBP 

include spots, flat areas, edges, edge ends, curves, and so on. Some examples are shown in 

Figure 3.3 with the LBP 8,R operator. In the figure, ones are represented as black circles, and 

zeros are white. 

 

Figure 3.3 Different texture primitives detected by the LBP 

Ojala et al. noticed that in their experiments with texture images, uniform patterns account for a 

bit less than 90% of all patterns when using the (8, 1) neighborhood and for around 70% in the 

(16, 2) neighborhood. Especially in experiments with facial images, it was found that 90.6% of 



 35 

 

the patterns in the (8, 1) neighborhood and 85.2% of the patterns in the (8, 2) neighborhood are 

uniform [74] . According to the analysis above, we can choose to apply the Uniform LBP for 

three outstanding advantages: universality, statistical robustness, and efficiency. 

3.3. Improved Local Binary Patterns 

Jin et al. [54] pointed out that LBP could miss the local structure information under some 

circumstances. So they developed the ILBP (Improved Local Binary Patterns). 

Instead of comparing with only the central pixel, the ILBP method compares all the pixels 

(including central pixel) with the mean value of the neighborhood in the kernel (as shown in Fig. 

3.4). Later ILBP was extended to the neighborhoods of any sizes. By doing this, we can get a 

more complete information. 

7583 126

95 14199

1009191

00 1

0 10

100

Comparison with the 
mean value( 100. 1)

 

Figure 3.4 An example of the ILBP 
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3.4. Extended Local Binary Patterns 

There are two common types of Extended Local Binary Pattern. One of them is proposed by 

Huang et al [75]. They state that the classical Local Binary Patterns and Uniform LBP can only 

reflect the first derivation information of the facial image instead of presenting the velocity of 

local variation, which is useful information to describe the local appearance patterns. In order to 

solve this problem, they extended LBP to encode the derivative image. 

Since an image is a function of multiple variables, they take the horizontal and the vertical 

directions. Using hx to denote a horizontal derivative filter (matrix), hy to denote a vertical 

derivative filter (matrix), two descriptions are considered: Gradient magnitude and Gradient 

direction. 

ȿɳὍȿ Ὤ ṧὍ Ὤ ṧὍ                                                      (3.3)                                          

And 

Ὅɳ ÁÒÃÔÁÎ 
 ṧ

 ṧ
                                                  (3.4)                                                                                                          

Sobel filtering is used for generating two derivative images, and then the gradient magnitude 

images are produced. This method applies LBP operators to both original image and gradient 

magnitude image. 

Another Extended LBP (ELBP) was proposed in [76], which is similar to 3DLBP. The ELBP 

operator not only indicates binary comparisons between the central pixel and its neighbors, but 
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also encodes the exact gray-level value differences (GD) between them by adding several binary 

units.  

3.5. Advanced Local Binary Patterns 

Liao et al.[64]proposed Advanced LBP (ALBP) [64], it is used to exploit rotation invariant LBP 

for facial expression recognition. 

For ALBP (Advanced Local Binary Pattern), each pattern in the image is assigned a unique label 

by the equation below: 

,"0Íȟ2  В ÕÔ Ôς                                                (3.5)                                     

Where Ô is the intensity of the central pixel in a neighborhood, Ô is the intensity of the 

neighborhood pixel i, and u(x) is the step function. Therefore, the ALBP pattern group is defined 

as: 

!,"0Íȟ2 ÍÉÎ #ÉÒ,"0Íȟ2ȟÎ                                         (3.6)                                                 

Where n = 0, 1... p- 1, Cir(x, n) performs a circular anti-clockwise bitwise shift on the p-bit 

number by n times. 

In their study, the ALBP histogram was sorted in a descending order, and the first several entries 

in the histogram were treated as the dominant patterns. Their results show that nearly 80% of 

these patterns are quite sufficient for representing faces[64]. 
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3.6. Modified Local Binary Patterns 

The Human face is a near-regular texture pattern generated by facial components and their 

configurations. Considering facial components such as eyebrow, eye, pupil, nose and face 

boundary, in paper [77] they select 8 main different spatial templates shown in Fig. 3.5 to 

preserve shape information of facial components.  

With only those spatial templates, all facial components are described; for example, eyebrow can 

be described by a union of templates P4, P3 and P2. They combine all those spatial and local 

texture information to improve the capacity of describing faces. 
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Figure 3.5 Eight main spatial templates 

 

In their method, they use each pair of two neighborhood pixels (Pi1, Pi2) according to spatial 

templates to compare with the central pixel Pc. Eight spatial templates form 8 binary digits of 

MLBP number. So MLBP operator produces 256 different values. Equation below gives the 

computation of MLBP number. 

ὓὒὄὖВ ὛὭὼ ς                                                     (3.7) 

Where Si is the i
th
 binary digit of MLBP number; 

ὛὭὼ
ρȟὖὧ ὖ ὥὲὨὖὧ ὖ
πȟ                            έὸὬὩὶύὭίὩ

                                     (3.8)                                                                        

Using this method, we can retrieve more information to distinguish face and non-face objects. 

   

P61 Pc  

 P62  

 P71  

 Pc P72 
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3.7. Hamming Local Binary Patterns 

Yang and Wang [78] proposed a Local Binary Patterns method to deal with facial images 

containing noise. They observed that, for facial regions, especially the ones with noise, the 

non-uniform patterns account for a much larger percentage compared with uniform patterns in 

their experiments. They proposed to reclassify the non-uniform patterns based on the Hamming 

distance, instead of accumulating them into a single bin as LBPu2 do. 

In the Hamming LBP, the non-uniform patterns are incorporated into the existing uniform 

patterns by minimizing Hamming distance between them. For example, non-uniform pattern 

(10001110)2 is converted into uniform one (10001111)2 since their Hamming distance is one. In 

case several uniform patterns have the same Hamming distance with a non-uniform pattern, the 

one with minimum Euclidian distance is chosen. Experimental results illustrate that Hamming 

LBP is a proper enhancement for face recognition [78]. 

3.8. Local Ternary Patterns 

Tan and Triggs [58] argued that the original LBP tends to be sensitive to noise, especially in 

near-uniform image regions, because it thresholds exactly at the value of the central pixel. 

Therefore, they extended the original LBP to a version with 3-valued codes, called Local Ternary 

Patterns (LTP). In LTP, the indicator s(x) in (1) is replaced by: 
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ίὭȟὭ ȟὸ

ρȟὭ Ὥ ὸ
πȟ  ȿὭ Ὥȿ ὸ

ρȟὭ Ὥ ὸ
                                                (3.9)                                                                              

Where t is a user-specified threshold. The LTP codes are more resistant to noises, but no longer 

strictly invariant to gray-level transformations. The experimental results show that LTP provides 

better performance than LBP for face recognition under the difficult lighting conditions. In [66], 

LTP and LBP achieved similar results for facial expression recognition. 

3.9. Elongated LBP 

The main reason to define the neighborhood on a circle in the original LBP is to resolve the 

rotation invariant problem for texture description. However, Liao and Chung [59]argued that, in 

the applications like facial image analysis, the rotation invariant problem does not exist; instead, 

the anisotropic information is treated as important features. Therefore, they proposed the 

Elongated LBP with neighboring pixels lying on an ellipse. 

Different from building a neighborhood on a circle, they proposed the Elongated LBP with 

neighboring pixels lying on an ellipse. Fig.3.6 gives two examples of the Elongated LBP, where 

A, B denote the long axis and the short axis respectively, and m is the number of the neighboring 

pixels. The coordinate (gix, giy) of each neighboring pixel gi (i = 1, 2..., m) with respect to the 

central pixel is defined as: 

Ὣ Ὑ ὧzέί—ȟὫ Ὑ ίzὭὲ—                                             (3.10)                                                                       
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Ὑ                                                       (3.11)                                                                                  

 — ᶻὭ ρ Ȃ                                                       (3.12)                                                                                          

The Elongated LBP operator could be rotated along the central pixel with a specific angle to 

characterize the elongated structures in different orientations, achieving multi-orientation 

analysis in face images. The experimental results demonstrate that the Elongated LBP 

outperforms the original LBP for face recognition tasks[59].  

B

A

A=2 B=1 m=8

B

A

A=3 B=2 m=16
 

Figure 3.6 Two examples of the Elongated LBP 

 

Zhao and Pietikäinen [65], [79]extended the original LBP to Volume LBP (VLBP), also called 

3D-LBP, to describe dynamic texture. For each pixel, neighboring pixels in the volume are 

compared with the central pixel to obtain the binary units, for which the weights are given 

according to a spiral line. In order to make VLBP computationally simple and easy to extend, 
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only co-occurrences on the Three Orthogonal Planes are considered, resulting a simpler version, 

named LBP-TOP.  

As shown in Fig. 3.7, the dynamic texture is modeled with the concatenated LBP histograms 

from these three orthogonal planes. The traditional circular sampling is replaced by an elliptical 

sampling so that different radiuses are set in space and time domain. The VLBP and LBP-TOP 

have been successfully used for dynamic texture recognition [79] and facial expression 

recognition [65, 79]. One drawback of this extension is the high dimensionality of the feature 

vector. 

 

Figure 3.7 VLBP features in each block volume[79] 

 

Fu and Wei[80] introduced the Centralized Binary Patterns (CBP) for facial expression 

recognition. As illustrated in Fig. 3.8, CBP compares pairs of neighbors which are in the same 

diameter of the circle, and also compares the central pixel with the mean of all the pixels 

(including the central pixel and the neighboring pixels), given the largest weight to strengthen 

the effect of the central pixel. Compared to the original LBP, CBP produces less binary units, 
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and thus reducing the feature vector length. For example, ὅὄὖȟ  shown in Figure. 3.8 outputs 

five binary units (s(Ὣ Ὣ), s(Ὣ Ὣ), s(Ὣ Ὣ), s(Ὣ Ὣ), s(Ὣ Ὣ )), while ὒὄὖȟ  

produces eight binary units. CBP was shown to be superior to original LBP for facial expression 

recognition. 
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Ἧἢ Ἧ Ἧ Ễ Ἧ ἯἫȾ 

Figure 3.8 An example of CBP 

 

3.10. Logarithmic  LBP 

In [81], Debashree Mandala, Karen Panetta, and Sos Agaian introduced Logarithmic-LBP 

operators. In this approach instead of using the raw image pixels, a logarithmic transform is 

applied on the image and the then the LBP features are extracted in the logarithmic domain. 
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Let Ὢὼȟώbe the input image then the image in the logarithmic domain is given by: 

Ὅὼȟώ ὰέὫὩὴί
ȟ

ȟ
ȢὪὼȟώ                                           (3.13)                                                             

Where  is the parameter. In our experiments they have used several values of this parameter 

and obtained the results. The LBP feature extractor is then applied in the logarithmic domain to 

extract the LBP feature vectors. Uniform LBPs are used for face recognition as they outperform 

the other variants of LBP available. Here is a small number to avoid error in presence of zero 

image intensities. They have used feature fusion where the histograms generated from different 

values of the parameter alpha are concatenated to obtain an improvement in the average rate of 

recognition. 

Computer simulations have shown using logarithmic LBP operators can improve the rate of 

recognition using the AT&T Laboratories face database. [81] 

3.11. Comparison of Local Binary Patterns 

This section presents a comparison on the Local Binary Patterns (LBPs) for facial recognition 

and its many variants. Here is a list of comparison of LBP variations. 

Table 3.1 comparison of current Local Binary Pattern 

LBP variations Properties Advantages 

Uniform LBP The uniform mapping 

produces 59 output labels 

for neighborhoods of 8 

sampling points. 

Universality, statistical 

robustness, and efficiency. 
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Improved Local Binary 

Patterns 

Consider effects of center 

pixels 

Enhances discriminative 

capability 

Extended Local Binary 

Patterns 

Consider effects of 

derivative image. 

Enhances discriminative 

capability 

Advanced Local Binary 

Patterns 

Consider effects of 

rotation of facial images 

Enhances discriminative 

capability for facial 

expression. 

Modified Local Binary 

Patterns 

Considering facial 

components such as 

eyebrow, eye, pupil, nose 

and face boundary 

Retrieves more 

information to distinguish 

face and non-face objects. 

Hamming Local Binary 

Patterns 

Incorporate non-uniform 

Patterns into the uniform 

patterns 

Enhances discriminative 

capability 

Local Ternary Patterns Bring in new thresholds Improves the robustness, 

especially for noise image. 

Elongated LBP Not invariant to rotation Capable to choose 

different Neighborhood 

and consider rotation as a 

texture 

Volume LBP Describe dynamic texture Extending to 3D facial 

image 

Centralized Binary 

Patterns 

Give the largest weight to 

strengthen the effect of the 

central pixel 

Produces less binary units, 

and thus reducing the 

feature vector length, good 

for facial expression 

recognize. 

Logarithmic LBP Pre-process the images in 

logarithm domain 

Enhances discriminative 

capability 
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Based on the comparison results, we choose Logarithmic Local Binary Patterns to extract images 

features. 

3.12. Experimental results of logarithmic LBP process 

Here, we will present the results for logarithmic LBP process. First, we apply the HVS based image 

decomposition for the grayscale image, and then transfer the result into logarithmic domain. Finally, we 

will get the logarithm LBP feature vectors.  

 

 

Original image HVS based image 

decomposition  

HVS based image after  

logarithmic transform  

Extracted logarithm 

LBP feature vector 
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Figure 3.9 Example Logarithm LBP process results 
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CHAPTER 4 

4. REGION WEIGHTED MODEL FOR FACIAL RECOGNITION USING FACIAL 

COMPONENTS  

While there have been tremendous improvements for automatic facial recognition systems, there 

is still much more work to be done to improve current methods to match the performance and 

accuracy of the human evaluator for facial recognition. In Harandiôs work [82] two reasons are 

provided that summarize the issues of the current methods:  

1) Most current approaches for Automatic Facial Recognition systems attempt to use the 

same engineering solutions used for general object recognition where the target object of 

interest is non-human. However, recognizing human faces is a special task that varies 

across the regions of the face and should not be treated as a single object. 

2) Facial recognition involves analyzing information about individual facial features (mouth, 

nose, eyes, etc.), but also requires processing information about the spatial layout or 

configuration of facial features (holistic view) [83].  

Based on the psychophysical findings, there is no doubt that some facial features (such as eyes, 

nose and mouth) play more important roles in human facial recognition applications than other 

features[84]. In this section, we will propose two different region weighted methods based on the 

contribution of the most distinctive facial features.  
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The first one is called Hybrid Region Weighted model. Instead of striving for a holistic 

description, the first model utilizes a hybrid approach, which weights the contribution of 

distinctive facial features. 

The second model is called Holistic-Hybrid Region Weighted model. According to the second 

principle above, it is generally agreed that faces are not recognized only by utilizing some 

holistic search, but also through a feature analysis that is aimed at specifying more important 

features of each specific face. Hence this method uses both holistic and facial component (eye, 

nose and mouth) feature analysis to recognize faces. 

4.1. Motivation of Region Weighted Model for Facial Recognition 

A fundamental challenge in facial recognition lies in determining which facial characteristics are 

important in the identification of faces. Therefore weighting the contribution of the distinctive 

facial features is useful for a successful facial recognition system. 

In the real life, people recognize faces of their own race more accurately than faces of other 

races. The ñcontactò hypothesis suggests that this ñother-race effectò occurs as a result of the 

greater experience we have with our  own race versus other-race faces [85]. Levin hypothesized 

that when people see cross-racial faces, they code race-specifying information at the expense of 

individual information, something they don't do when they see racial faces that match their own 

race. For instance, Caucasian and Non-Caucasian people have different opinions about facial 

feature capturing with Asian people. Several studies have shown that, Asian people tend to pay 
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more attention on eyes and noses when they recognize faces, while Caucasian people focus on 

the nose and mouth. The best facial recognition system is to mimic human eye. In this scenario, 

weighting different facial components in a more proper way is very important. Note, we even 

saw these phenomena in our own laboratory, Table 4.1 shows example sketches when we asked 

members of our laboratory to sketch other members of the laboratory that were of a different 

race.  

One of real world application of facial recognition is helping determine the identity of criminals. 

Sometimes, victims need to memorize and recall the face of criminals. In that case, it is not easy 

for people to remember every detail of the criminalsô face; they will capture the most obvious 

facial feature. Considering memorizing limitation, a weighting model can be designed to address 

these problems.  

Table 4.1 Example of Sketches drawn by different races people 

Real Facial Image 
Sketch drawn by Caucasian 

people 

Sketch drawn by Asian 

people 
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We envision this work being used to be used in applications that will search images for matches 

against missing children or helping to track down escaped or wanted criminals. This work can 

help law enforcement agencies find the missing child or criminal by comparing last known 

images of the person to databases of images captured through websites or social media sites. 

Even after many years may have passed, some facial components can be considered the same 

while other features may change dramatically.  

4.2. Hybrid region weighted model  

Based on our stated application goals, our system is designed to utilize a hybrid approach, 

instead of striving for a holistic description. Furthermore, the local feature based hybrid methods 

can be more robust against variations in the subjectôs pose. 

There is no doubt that some facial features (such as eyes, nose and mouth) have more 

contribution for human facial recognition than other features. Thus, the original histogram, 

which is explained in chapter 3, derived from log-LBP can be extended into a weighted region 
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enhanced histogram. This model focuses on both the appearance and the spatial relations of 

facial regions. See Figure 4.1 for two examples of a facial image divided into 3×3 and 4×4 

rectangular regions.  

 

 

 

 

 

 

It should be noted that when using the histogram-based methods, the description of the face is no 

longer based on a pixel-level. Instead, this kind of description focuses on producing information 

on a regional-level. Then all regional patterns are concatenated to build a global description of 

the face. 

The regions can be weighted based on the importance of the information they contain. Therefore, 

the enhanced histogram can be calculated by weighted Chi square statistic[86], which can be 

defined as: 

Figure 4.1 A facial image divided into 4×4 and 3×3 

rectangular regions. 
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In which x and x are the normalized enhanced histograms to be compared, i and j refer to i-th 

bin in histogram corresponding to the j-th local region and jw is the weight for region j. 

The proposed block diagram of a recognition system that tries to mimic the region-based 

recognition behavior is shown in Figure. 4.2. After decomposing the input image into its 16 

different regions, the component features are extracted and weighted before being sent into the 

ñdecision makingò process. 

     Input Image

    Region Extractor

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

Region 1

Region 2

Region 16

.

.

.

Weighted 1

Weighted 2

Weighted 
16

Fuse weighted 

regions, calculate 

Chi-square distance, 

and find the best 

match
.
.
.

 

Figure 4.2 Block diagram of the hybrid weighted model 
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a. Experimental simulation  

In this section, we assess the performance and resolve the weighted parameters values by using 

images from the AT&T database, Yale database, ORL database and FERET database.   

All these databases are commonly used public databases [87]. The FERET program set out to 

establish a large database of facial images that was gathered independently from the algorithm 

developers.  

The Yale database Contains 165 grayscale images in GIF format of 15 individuals. There are 11 

images per subject, one per different facial expression or configuration: center-light, with 

glasses, happy, left-light, wearing no glasses, normal, right-light, sad, sleepy, surprised, and 

winking an eye.  

The AT&T database contains ten different images for each of 40 distinct subjects. For some 

subjects, the images were taken at different times, varying the lighting, facial expressions (open 

or closed eyes, smiling or not smiling) and facial details (with glasses or without glasses). All the 

images were taken against a dark homogeneous background with the subjects in an upright, 

frontal position (with tolerance for some side movement). 

The ORL dataset that contains 400 images corresponding to 40 subjects. The ORL face database 

was developed at the Olivetti Research Laboratory, Cambridge, U.K. The variations of the 

images include different poses, sizes, time, and facial expressions. 
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Based on the public databases, each facial image is standardized to be a size of 112×92. The 

image is divided into 16 equal blocks of size 28×23. Then, all the LBP features are weighted 

based on the importance of the information they contain. LBP features are extracted from each of 

these blocks and concatenated to form the final feature vector for the facial image. For a uint8 

image, 58 of the 256 possible 8 bit patterns are uniform and the non-uniform patterns are all put 

in the 59th bin. Hence the total length of the feature vector is 59×16 = 944.  In this thesis, the 

Chi-square distance statistic has been used for calculating the similarity of facial images in our 

experiments. 

The first step is to find the contribution for the facial recognition rate for each region. By setting 

other regions to ñno contributionò, we can get the single contribution of every region by seeing 

how many correct recognition decisions are made using just that single region. The result shown 

in table 4.2 is obtained by testing images of AT&T database. 

 Table 4.2 Single region contribution to determine how many correct recognitions are made using 

only the selected single region, while all others are set to no contribution 

Region 

Number 
1 2 3 4 5 6 7 8 

Recognition 

Rate (%) 
5 45 38 3 56.5 62.5 64 51.5 

Region 

Number 
9 10 11 12 13 14 15 16 

Recognition 

Rate 
50 43.5 40.5 41.5 2 36.5 40 0 
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We can easily see that there are four regions that have almost no contribution to the entire system 

recognition rate. And there are several regions that have similar contributions to the system 

recognition rate. 

Hence, we adjust the original regions into 7 different new regions based on their single 

recognition rate. The figure 4.3 shows the new regions for the weighted method. The same color 

means the regions have the same weight. 

 

 

 

 

 

 

Figure 4.3 Modified weighted region, where the same colors indicate regions 

 with the same weights 

Based on the separated regions, we will find the contribution for the facial recognition rate for 

each region. By setting other regions to no contribution, we can get the single contribution of 

every region. The result shown in table 4.3 is obtained by testing images of AT&T database. 
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Table 4.3 Modified region contribution 

Region 
a b c d e f gray 

Recognition 

rate(%) 
46.5 64.5 52 46.3 68.5 60 0 

b. Experimental Results 

In this section, we will present the method to adjust weighted parameters based on the 

considering the single contribution and the modified region contribution. Below is a table of the 

most typical parameters selection and the corresponding recognition rate. The weighted values 

are multiplied by the log-LBP results of the modified region in table 4.4.  

Table 4.4 Group of weighted value for experimental results 

Region 

Name 
a b c d e f gray 

Recognition 

Rate(Single) 
46.5 64.5 52 46.3 68.5 60 0 

Weighted 

Value 1 
1 1 1 1 1 1 0 

Weighted 

Value 2 
1 1.25 1.25 1 1.25 1.25 0 

Weighted 

Value 3 
1 1.5 1.25 1 1.5 1.5 0 

Weighted 

Value 4 
1 3 1.25 1 3 1.5 0 

Weighted 

Value 5 
1 4 1.5 1 4 2 0 
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Figure 4.4 Recognition rate comparison based on table 4.3 

The Weighted values in table are derived by considering the single contribution of each region. 

So according to the single regional recognition rate, we can easily find that region b and c play 

more important roles than region e, f and d. The region a is the least important. It makes sense 

that the most important features (such as eyes, nose and mouth) are located in region b and c. 

The recognition result of the different sets of weighted is shown in Fig4.4. The results were 

tested using different sets of values in Table 4.4. 

To produce the highest result based on the hybrid region approach, we adjusted all the weighted 

values for the six different regions for 15,000 different sets of value. Then, we tested all sets of 

weighed values on different public databases. We put ten different images of a same person in 

varying poses, facial expressions and lighting conditions in the training group, and one different 
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image of that person in the testing group. The goal is to find all ten different images of the same 

person. 

The recognition example result is shown below: 

Table 4.5 Recognition results comparison of the non-weighted and hybrid method 

 Non-weighted Weighted(hybrid) 

Testing image Identified image Testing image Identified image 

    

    

    

 

After exhaustively testing different weighted values, we achieve a highest recognition rate of 

85%. We have improved the original recognition rate from 75% to 85%.  












































































































