








think at first that those causal properties crucal for intentionality are
those that link the activities of the system (brain or computer) to the
things in the world with which the system interacts - including,
preeminently, the active, sentient body whose behavior the system
controls. But Searle insists that these are not the relevant causal
properties. He concedes the possibility in principle of duplicating the
input-output competence of a human brain with a "'formal program,"
which (suitably attached) would guide a body through the world exactly
as that body's brain would, and thus would acquire all the relevant
extra systemic causal properties of the brain. But such a brain
substitute would utterly fail to produce intentionality in the process,

" Searle holds, becuase it would lack some other causal properties of
the brain's internal operation '

How, though, would we know that it lacked these properties, if all we
knew was that it was (an implementation of) a formal program? Since
Searle concedes that the operation of anything - and hence a human
brain - can be described in terms of the execution of a formal
program, the mere existence of such a level of description of a system
would not preclude its having intentionality. It seems that it is only when
we can see that the system in question is only the implementation of a
formal program that we can conclude that it doesn't make a little
intentionality on the side But nothing could be only the implementation
of a formal program; computers exude heat and noise in the course of
their operations - why not intentionality too?

Besides, which is the major product and which the byproduct?
Searle can hardly deny that brains do in fact produce lots of reliable
and appropriate bodily control. They do this, he thinks, by producing
intentionality, but he concedes that something - such as a computer
with the nght input-output rules - could produce the control without
making or using any intentionality. But then control is the main product
and intentionality just one (no doubt natural) means of obtawing it. Had
our ancestors been nonintentional mutants with mere control systems,
nature would just as readily have selected them instead. (I owe this
point to Bob Moore.) Or, to look at the other side of the coin, brains
with lots of intentionality but no control competence would be produc-
ers of an ecologically irrelevant product, which evolution would not
protect. Luckily for us, though, our brains make intentionality; if they
didn't, we'd behave just as we now do, but of course we wouldn't
mean it!

Surely Searle does not hold the view | have just ridiculed, although it
seems as if he does. He can't really view intentionality as a marvelous
mental fluid, so what is he trying to get at? | think his concern with
internal properties of control systems is a misconceived attempt to
capture the interior point of view of a conscious agent. He does not
see how any mere computer, chopping away at a formal program,
could harbor such a point of view. But that is because he is looking too
deep. It is just as mysterious if we peer into the synapse-filled jungles of
the brain and wonder where consciousness is hiding. It is not at that
level of description that a proper subject of consciousness will be
found. That is the systems reply, which Searle does not yet see to be a
step in the right direction away from his updated version of élan vital.

Note
1. For an intuition pump involving exactly this case - a prosthetic brain - but
designed to pump contrary intuitions, see “"Where Am 17" in Dennett (1978).
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