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Abstract
The authors describe an approach to analyzing dyadic data that can be utilized with the smaller
samples often available to researcher–practitioners working with couples in counseling.
Specifically, the authors describe how to use the actor–partner interdependence model (APIM), a
common dyadic data analysis tool, using a pooled regression approach that is appropriate for
smaller sample sizes. An example is provided using data collected from a study of the role of
expectancies in couple counseling outcomes. Additional data from the example study are
provided in Appendix A for interested readers who want to practice the techniques they describe.
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Counselors work in a variety of settings (e.g.,

schools and clinics), and they often are encour-

aged to participate as researcher–practitioners

in evaluating the services they provide (Hays,

2010; Sprenkle, 2003). This requires develop-

ing competence and expertise in methods of

data analysis that are appropriate not only for

the setting but also for the available data. For

some situations, the research techniques may

be relatively straightforward, whereas in other

settings, the nature of service provided and data

collected make the situation more complicated.

This is the case for counselors who work with

pairs, such as romantic dyads. In situations

involving romantic couples, counselors may be

interested in the outcomes of counseling for both

members of the couple (e.g., adjustment) and

how precounseling variables (e.g., expectations

about counseling) and couple characteristics

(e.g., length of relationship) relate to these out-

comes. Appropriate techniques for analyzing
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data collected from couples, called dyadic data

analysis techniques, are relatively new in the

field of social sciences; their use has not yet

widely spread outside of laboratory-based

research with couples (Kenny, Kashy, & Cook,

2006). Thus, counselors may not be aware of

appropriate techniques. Furthermore, if they

do seek out resources on conducting dyadic

analyses, they may be discouraged by the large

samples required for most types of dyadic anal-

yses (e.g., structural equation modeling and

multilevel modeling). Thus, researcher–practi-

tioners may miss an opportunity to learn more

about the clients they serve and also contribute

to the greater body of research on the experi-

ences of couples in counseling and the outcomes

of their services.

However, there are a few techniques avail-

able for these researchers, and the purpose of

this article is to describe one of them. In this

article, we describe an approach to analyzing

dyadic data that can be utilized with the smaller

samples often available to researcher–practi-

tioners working with couples in counseling

situations. Specifically, we describe how to use

the actor–partner interdependence model

(APIM; Cook & Kenny, 2005), a common dya-

dic data analysis tool, using a pooled regression

approach that is appropriate for smaller sample

sizes. The outline of this article is as follows.

First, we describe the rationale behind dyadic

data techniques. Then, we provide an overview

of the APIM, and, finally, we explain and illus-

trate how to apply the APIM to small samples

using the pooled regression technique. An exam-

ple is provided using data collected from a study

of the role of expectancies in couple counseling

outcomes. Additional data from the example

study are provided in Appendix A for readers

who are interested in practicing the techniques.

Rationale for Dyadic Analysis
Techniques

The Problem of Nonindependence

In the social sciences, observations and data

points frequently are not independent, for a

variety of reasons. Observations may be

dependent because they are from related

groups, share some common feature, or are

arranged sequentially in time. Related groups

within data most commonly arise when individ-

uals are nested within a grouping variable. For

dyads, people are nested within a couple. Non-

independence is important for two reasons.

First, dependence among observations vio-

lates a key assumption of most inferential sta-

tistics, that the errors in observations are

independent. In other words, once the study

variables are accounted for, the remaining

(error) variance for each person is not related

to the error variance of any of the other study

participants. For couple members, this usually

is not a reasonable assumption because mem-

bers of the couple often have other sources of

variation in common that are not accounted for

by the study variables. If the errors are corre-

lated in reality but this correlation is not mod-

eled, the variance estimates produced are not

accurate. Because these variances are used to

compute standard errors and tests of statistical

significance, the resulting inferential statistics

are biased (Kenny, 1995; Kenny & Judd,

1996). The direction of this bias depends on the

size and direction of the nonindependence; in

some cases, the tests are too conservative and

in others, they are too liberal (Cook, 1998;

Kenny, 1995; Kenny & Judd, 1996). In the case

of couple data, observations from the two mem-

bers of the couple usually are positively related,

leading to an underestimation of the standard

errors and an increased risk of Type I error

(Newsom, 2002), or concluding that an effect

is present when there is none.

Second, researchers may actually be inter-

ested in the interdependence among people and

observations. Information about the degree to

which members of a couple influence one another

addresses key research questions in the study of

relationships. Ignoring interdependence between

members of a couple limits the information avail-

able to answer questions of influence.

Methods for Addressing Nonindependence

Several methods for dealing with interdepen-

dence among couples’ data have been
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developed. First, some researchers choose to

split couple data and treat each member of the

couple as an independent unit for the purpose

of analysis (Kenny, 1995; Kenny, Kashy, &

Cook, 2006). If data from both members of the

couple are then analyzed at the same time, this

approach does not remedy the problems inher-

ent in nested observations. Errors may be over-

or underestimated and interdependence cannot

be modeled.

This has led other researchers to analyze

data separately for each group of individuals

if the members of the dyad are distinguishable

by some feature such as gender. Using this

approach, partners are analyzed as separate

groups. This does not violate the assumption

of independence because only one individual

per dyad is analyzed in each analysis; however,

this approach makes it impossible to analyze

shared variance or differences within and

between couples (Kenny, 1995). Furthermore,

this approach assumes that the two members

of the couple differ on the variables of interest,

which may not be the case.

Others choose to combine data from both

individuals to create a single couple score. Data

are added or averaged to create one score repre-

sentative of the total or average couple observa-

tion (Kenny et al., 2006). Because there is only

one observation per couple, the independence

assumption is not violated. Though popular,

this approach is conceptually and methodologi-

cally problematic. Conceptually, it implies that

individuals within couples are so similar that

they can be combined into one person, and that

the relationship can simply be represented by a

sum of the parts; most researchers and practi-

tioners who work with couples would disagree

with this assumption. Methodologically, differ-

ences in partners’ scores are obscured when

they are combined (e.g., 50 and 100 can be

combined for a score of 150 and an average

of 75, as can two scores of 75), which results

in the loss of valuable information (Kenny

et al., 2006) and the inability to model differ-

ences within dyads.

Finally, a fourth approach to couple data

is to analyze only the data from the member

of the couple with the most extreme score

(Kenny et al., 2006). This approach is com-

monly used in studies of phenomena, such

as psychopathology or depression, in which

individual’s scores are very different. Though

the assumption of independence is not violated,

analyzing data from only one member of a

couple eliminates the dyadic aspect of the data.

None of these methods are ideal. Although

each method approaches nested observations

from a slightly different perspective, all attain

independence of data points at the expense of

valuable information about dyadic relation-

ships. Rather than working to eliminate interde-

pendence among observations, Kenny et al.

(Kashy & Snyder, 1995; Kenny, 1995; Kenny

& Judd, 1996; Kenny et al., 2006) have devel-

oped the APIM. The APIM is a conceptual model

and set of related statistical techniques specifi-

cally designed to capture and model sources of

dependence in data gathered from dyads.

The APIM

Important Concepts in Dyadic Analysis

Before describing specific APIM techniques, it

is helpful to have an understanding of the con-

cepts and considerations involved in dyadic

analysis. These have important implications for

the choice of appropriate analytic procedures.

Types of dyads. A central consideration is

whether the dyads are distinguishable or indis-

tinguishable. For dyads in which members are

distinguishable by a meaningful characteristic

(e.g., gender in heterosexual partnerships), the

statistical analysis of the APIM is straightforward

because the dyad members can be ordered based

on their score on this variable (i.e., women can be

assigned one score and men another) and thus

assigned a specific role in the analysis. When

members are not distinguishable on a meaningful

characteristic (e.g., same-sex roommates), they

can only be assigned such a role randomly, which

inappropriately introduces artificial differences

between members that may not really exist. Thus,

analysis procedures often need to be different for

indistinguishable dyads, and in many cases, these

analyses are more complicated. The procedures
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we illustrate here apply to distinguishable dyads;

researcher–practitioners who wish to analyze

data from indistinguishable dyads are encour-

aged to consult Kenny, Kashy, & Cook (2006) for

adaptations to these procedures.

Types of dyadic variables. A primary require-

ment of most dyadic analyses is that the outcome

variable and at least one predictor variable are

measured using the same instruments for both

members of the couple. Usually, the outcome

variable is continuous, as for the analyses pre-

sented here. Analyses involving a categorical

outcome variable (e.g., whether clients termi-

nate counseling) are more complex, and inter-

ested readers are encouraged to consult Kenny

et al. (2006) for further information. Predictor

variables may be either categorical or continu-

ous and are classified as one of the three types

(Kenny et al., 2006): (a) between-dyads, in

which scores are the same for both members of

the dyad but differ between dyads (e.g., whether

the members of the couple are cohabiting); (b)

within-dyads, for which partners’ scores within

the dyad are different, but the average score is

the same for all dyads (i.e., the distinguishing

variable; in heterosexual partnerships this might

be the individual’s gender); and (c) mixed vari-

ables, for which values vary both between and

within dyads (expectations regarding counsel-

ing is the mixed variable used in the analyses

here, but most psychosocial variables are

mixed).

The APIM was specifically developed to

investigate differences in the effects of mixed

predictor variables both within and between

dyads. Researchers often are interested in ques-

tions related to within- or between-dyad predic-

tor variables as well (e.g., whether males and

females differ in mean scores on a particular

variable), and thus we also illustrate how to

conduct these types of analyses as part of an

overall analysis plan for dyadic data.

Overview of the APIM

The APIM (Cook & Kenny, 2005) is based on a

framework in which dyadic data are obtained at

two time points or as an independent variable

and outcome of interest. Individual data are

retained, which allows for estimation of both

individual and dyadic effects (Kenny, 1995).

Figure 1 shows the general conceptual model

underlying the APIM. The two central compo-

nents of the APIM are the actor effect and the

partner effect. The actor effects, the straight

lines noted by a in Figure 1, are the estimate

of an individual’s impact on herself or himself;

they are intraindividual effects. Interdepen-

dence is modeled through the partner effect,

represented by the diagonal lines and noted as

p in Figure 1. A partner effect is the degree to

which a person’s outcome is influenced by the

partner’s score on the predictor variable. In the

APIM, both types of effects are estimated

together, so that actor effects are estimated

while controlling for partner effects and vice

versa (Cook & Kenny, 2005; Kenny, 1995).

The APIM can thus accurately model interde-

pendence in dyadic data.

Two additional features of the APIM are

noteworthy. First, independent variables are

X

X’ 

Y

Y’ 

e

e’

a

a

p

p

Figure 1. The actor–partner interdependence model, where X ¼ data for Partner 1 at Time 1; Y ¼ data for
Partner 1 at Time 2 or outcome; X0 ¼ data for Partner 2 at Time 1; Y0 ¼ data for Partner 2 at Time 2 or out-
come; e ¼ error; a ¼ actor effects; p ¼ partner effects. Adapted from Cook and Kenny (2005) and Kenny
(1995).
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correlated, as represented by the curved bidir-

ectional arrow between X and X0. This controls

for shared variance in the outcomes that is due

to members of the couple being similar on the

predictor variables. If either X variable predicts

a Y variable, it can be done while controlling for

the other X variable (Kenny, 1995). Second, the

error terms (denoted e and e0) are allowed to

correlate, as represented by the curved,

double-headed arrow between them. The extent

to which the X variables do not predict the Y

variables is included in the model as error. If

the actor and partner effects were the only

source of variation in Y, when the partner effect

is removed, Y and Y0 should no longer be corre-

lated. This is rarely the case because there are

many likely sources of covariation in Y and Y0

other than the partner effect (Kenny et al.,

2006). Allowing the errors to correlate means

that they can be related even after the covaria-

tion due to partner effect is removed. Specify-

ing this type of correlation models makes it

possible to model the presence of nonmeasured

sources of interdependence found in dyad

members.

Options for Analysis of the APIM

The APIM can be estimated using any of sev-

eral statistical methods; the most common is

structural equation modeling, although multile-

vel modeling also is used. The disadvantage of

these techniques, however, is that they require a

larger sample size (e.g., at least 100 dyads for

structural equation modeling; Kline, 2005) than

may be available to many researcher–clinicians

working in common counseling settings. How-

ever, there is a strategy for APIM analyses that

is appropriate for smaller sample sizes—the

pooled regression approach. In the following

sections, we describe and illustrate the steps

involved in conducting such an analysis.

Example Data

Participants

The data we use for examples come from a study

of the role of client expectancies in couple coun-

seling (Tambling, 2008). The participant group

included both members of 12 couples recruited

from a general population who requested couple

counseling at a university-based clinic in the

southeastern United States. Eight of the couples

were married, and four identified their relation-

ship as committed heterosexual. On average, the

couples had been partnered 49 months (SD ¼
63) or approximately 4 years. Participants were

predominantly White (n ¼ 22; 85%); two were

Latino American (8%), one was Asian Ameri-

can (4%), and one participant did not report this

information. Most had at least a bachelor’s

degree, (n ¼ 18; 75%), and reported household

incomes ranged from less than $5,000 annually

to more than $40,000, with an equal distribution

across income groups. Client age ranged from

21 to 45, with an average of 29.5 years.

Procedures

Potential clients phoned the clinic to request ser-

vices and completed an intake assessment over

the phone. At that time, clinic staff notified cli-

ents of the opportunity to participate in the proj-

ect. For couples who consented, counselors

instructed the clients to remain in the clinic after

the first and fourth sessions to complete various

measures relevant to couple counseling. Data

are present for 12 couples at the first session and

four couples at the fourth (outcome) session.

Measures
Outcome variable. The outcome variable in

the example study was individuals’ scores on

the Revised Dyadic Adjustment Scale (RDAS;

Busby, Crane, Larson, & Christensen, 1995).

The RDAS consists of 14 items, measured on

a Likert-style scale, designed to measure

adjustment in relationships on three subscales:

consensus, satisfaction, and cohesion. The sub-

scales can be summed to create a total score

representative of marital satisfaction, with

higher scores indicating increased distress

(Crane, Middleton, & Bean, 2000).

Predictor variables. The original study included

three predictor variables: (a) clients’ expectations

and preferences about counseling, operationalized
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through the Expectations about Counseling

Questionnaire–Brief Form (EAC-B; Tinsley,

Workman, & Kass, 1980); (b) individual’s level

of distress, operationalized through the Symptom

Distress subscale of the Outcome Questionnaire

(Lambert et al., 1996); and (c) readiness for

change, operationalized through the University

of Rhode Island Change Assessment (McCon-

naughy, Prochaska, & Velicer, 1983). The exam-

ple analyses presented in this section are

conducted using one of the EAC-B subscales.

Data required to estimate models using the

remaining EAC-B subscales and the other predic-

tor variables are included in Appendix A, and

interested readers are encouraged to use that data

to practice the analysis techniques presented in the

remainder of this article.

The EAC-B consists of 66 items, measured on

a 7-point scale, arranged within four factors:

facilitative conditions (FC; e.g., ‘‘I expect the

counselor to be friendly and warm towards

me’’), personal commitment (PC; e.g., ‘‘I expect

to take responsibility for making my own deci-

sions’’), counselor expertise (CE; e.g., ‘‘I expect

the counselor to know how to help me’’), and nur-

turance (N; e.g., ‘‘I expect the counselor to give

me support’’). Each statement is prefaced by the

words ‘‘I expect to’’ or ‘‘I expect the counselor

to’’ and address many common expectations

about counseling (i.e., ‘‘I expect to talk about

my presenting concerns’’). Scores on the EAC-

B are obtained by summing the responses to the

items assigned to each factor and dividing by the

number of items on the factor.

Example Analyses

In this section, we present the steps to conduct a

pooled regression APIM analysis using the

EAC-B FC subscale as the predictor variable.

Structuring the Data Set

For distinguishable dyads, the data should be

arranged in ‘‘dyad’’ format as shown in Table

1, which contains the data used in the example

computations. This means that each line repre-

sents a dyad; for this case of heterosexual cou-

ples, each member of the couple’s scores on

each variable are entered onto the same line

(e.g., EAC-B FC subscale scores are labeled

as FCM and FCF for male and female members

of the dyad, respectively).

Preliminary Analyses
Descriptive statistics. Consistent with best

practices for quantitative analyses, researchers

should first evaluate descriptive characteristics

of the data. Because the APIM relies on adapta-

tions of conventional regression techniques,

researchers should evaluate whether their data

meet minimum criteria for those types of proce-

dures, including linear relationships among

variables and reasonable amounts of measure-

ment error. Cohen, Cohen, West, and Aiken

(2002) provide an excellent overview of proce-

dures analysts can use to evaluate these

assumptions.

As an additional step at this stage, the analyst

can investigate mean differences across levels

of the distinguishing variable (e.g., whether men

and women differ in their mean scores on any of

the study variables) through paired samples t

tests. For the example data, such analyses

showed that men and women did not differ in

their mean scores on any of the study variables.

It is important to note, however, that this does

not mean that the dyads can be treated as indis-

tinguishable because other criteria must also be

met (see Kenny et al., 2006).

Measuring nonindependence. For distinguish-

able dyads, determining the degree of noninde-

pendence between dyad members involves

computing the correlation between the members’

scores. To accurately measure the nonindepen-

dence in the outcome variable, however, the

effects of the predictor variables should be con-

trolled. This is accomplished by computing the

partial correlation between the members’ scores

on the outcome variable (RDAS at the fourth ses-

sion), controlling for the independent variable

(each subscale of the EAC-B). Because we have

multiple independent variables and thus a set of

measures for which we want to evaluate noninde-

pendence, we could also conduct a canonical cor-

relation analysis. In this test, one member’s
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scores on all of the variables are used to predict

the other member’s scores (it does not matter

which is used in which position; Kenny et al.,

2006).

An important consideration is how much

nonindependence needs to be present to con-

clude that a dyadic analysis is necessary (i.e., the

amount of interdependence that would bias tests

of statistical significance in a meaningful way if

the dyadic structure was ignored). Kenny et al.

(2006) suggest a correlation of .45; they further

recommend using a liberal significance level of

.20 when testing for nonindependence (in con-

trast to .05). Given these criteria, a sample size

of at least 28 dyads is necessary for adequate

power to test for such an effect. With fewer than

28 dyads, as in the example data set, noninde-

pendence must be assumed.

Steps in Conducting the APIM Analysis

In this section, we show how to compute the

actor effect, partner effect, and associated para-

meters. The pooled regression approach to esti-

mating the APIM is based on ordinary least

squares regression (Kenny, 1995). In this

method, two regression equations are estimated

and the results are pooled together to obtain the

parameters (Kashy & Kenny, 2000; Kenny et al.,

2006). One of the equations tests the within-

dyad effects of the predictor variable; the other

tests the between-dyad effects. Estimates of the

magnitude of the actor and partner effects are

obtained when the results of the two regressions

are pooled; these estimates can be interpreted as

unstandardized regression coefficients. The sig-

nificance is tested using the t statistic.

We used the pooled regression approach to

analyze the research questions depicted in

Figure 2: Do scores on the EAC-B FC subscale

at intake predict RDAS scores at the fourth ses-

sion? Are actor effects significant? Are partner

effects significant? and Do these effects differ

by gender?

Creating new variables. To investigate effects

of the distinguishing variable (i.e., gender), sev-

eral new variables must be created according to

procedures outlined by Kenny et al. (2006).

Some are similar to variables created for a regu-

lar multiple regression (e.g., interactions),

whereas others may not be immediately intui-

tive (e.g., constants for gender). Some are used

in the within-dyads regression, whereas others

are used in the between-dyads regression.

An additional consideration at this point in

the analysis is whether and how to make zero

a meaningful value for the variables being used

as predictors (Kenny et al., 2006). A common

way to do this is to ‘‘center’’ the predictor vari-

ables by subtracting the mean on that variable

from each individual’s score. It is important

to note that the mean used in these calculations

should be for the entire sample, rather than sep-

arate means for the levels of the distinguishable

variable (i.e., it is not advisable to compute the

mean score for men and then subtract that from

men’s scores and then do the same for the

women). Centering the variables using the

mean of the entire group is not required, but it

FCF

FCM

RDASF

RDASM

e

e’ 

a

a

p
p

Figure 2. Model tested in example calculations, where FCF ¼ expectations about counseling facilitative con-
ditions subscale score for female member of dyad at intake; RDASF¼ revised dyadic adjustment scale score for
female member of dyad at fourth session; FCM ¼ expectations about counseling facilitative subscale score for
male member of dyad at intake; RDASM ¼ revised dyadic adjustment scale score for male member of dyad at
fourth session; e ¼ error; a ¼ actor effects; and p ¼ partner effects.
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does make the interpretation of the results more

straightforward, as will be illustrated in the

following sections. Thus, we create new vari-

ables called, for example, FCMC and FCFC,

which are used to create the other variables

described in the following sections.

Variables for within-dyads regression. The

within-dyads regression is based on differences

between the dyad members. First, we create a

new variable using the difference between the

dyad members’ scores on the outcome variable

(RDAS at fourth session). In the data set shown

in Table 1, this is called RDAS4DIFF. Next, two

constants indicating the gender of the couple

members must be created. Therefore, each dyad

has GM that equals 1 and GF that equals �1.

These constants are used to create a gender dif-

ference contrast (GDIFF), which always equals

2. Third, a difference scores for the mixed pre-

dictor variable is created (FCDIFF ¼ FCMC –

FCFC). Fourth, we create the interaction

between gender and the mixed predictor vari-

able by multiplying each member’s predictor

variable score by his or her gender variable

(e.g., FCINM ¼ FCMC � GM). We also create

a difference score for this interaction, FCINDIFF

¼ FCINM – FCINF.

Variables for between-dyads regression. The

between-dyads regression is based on the aver-

age of scores within the dyad. First, we create a

dyad-level average for the outcome variable

(RDAS4AVG). Second, we create an average for

both the subscale scores, FCAVG ¼ (FCMC þ
FCFC)/2, and the subscale by gender interac-

tion, FCINAVG¼ (FCINMþ FCINF) /2. Gender

is not included directly because each dyad has

both a male and a female member, so the aver-

age does not vary between dyads.

Step 1: Within-dyads regression. In the

within-dyads regression, the difference

between each partner’s scores on the out-

come variable (RDAS4DIFF) is predicted

by three variables, all of which are simi-

lar to what might be included in a con-

ventional regression, except they are

based on difference scores: (a) the

difference between each partner’s scores

on the predictor variable, FCDIFF; (b) the

gender difference, GDIFF; and (c) the dif-

ference in the interaction between the

predictor variable and gender, FCINDIFF.

The direction of the difference between

variables is arbitrary (i.e., we could sub-

tract men’s scores from women’s or vice

versa), so the intercept should not be esti-

mated in the within-dyads regression

(Kenny et al., 2006). This can be done in

statistical package for the social sciences

(SPSS) by unchecking the ‘‘include con-

stant’’ choice in the ‘‘Options’’ function

of the linear regression command. This

results in the within-dyads regression

equation shown in Equation 1,

RDAS4DIFF ¼ bw1ðFCDIFFÞ þ bw2ðGDIFFÞ
þ bw2ðFCINDIFFÞ þ Ewi:

ð1Þ

Conducting this regression in SPSS procedures

the following:

RDAS4DIFF ¼ �8:50ðFCDIFFÞ þ 3:84ðGDIFFÞ
þ 5:52ðFCINDIFFÞ þ Ewi:

If we had not conducted tests earlier to deter-

mine whether men and women differed in their

average RDAS scores at the fourth session, we

could investigate that using the GDIFF coeffi-

cient from this regression (as reported earlier,

the difference between men and women is not

significantly different from zero).

Step 2: Between-dyads regression. The

between-dyads regression involves pre-

dicting the dyad mean of the outcome

variable (RDAS4AVG) using the dyad

mean of the predictor variable (FCAVG)

and dyad average of the interaction

between the predictor variable and gen-

der (FCINAVG). This results in the

between-dyads regression equation

shown in Equation 2.
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RDAS4AVG ¼ bb0 þ bb1ðFCAVGÞ
þ bb2ðFCINAVGÞ þ Ebi:

ð2Þ

Conducting this regression in SPSS produces

the following:

RDAS4AVG ¼ 7:68þ 11:03ðFCAVGÞ
þ �17:01ðFCINAVGÞ þ Ebi:

Step 3: Estimating actor and partner effects.

The regression coefficients from these

two equations then are used to estimate

the actor and partner effects for each of

the mixed predictor variables (FC and

FCIN; Kenny et al., 2006). This is

accomplished using the appropriate coef-

ficients from the within- and between-

dyads regressions, as in Equation 3,

actor ¼ ðbb þ bwÞ
2

and partner ¼ ðbb � bwÞ
2

:

ð3Þ

Thus, for FC, the effects are computed as fol-

lows:

actorFC ¼
ð11:03Þ þ ð�8:50Þ

2
¼ 1:27; and

partnerFC ¼
ð11:03Þ � ð�8:50Þ

2
¼ 9:77:

Although we have not evaluated yet whether

these coefficients differ significantly from zero,

conceptually they are interpreted as follows.

For FC, the actor effect of 1.27 means that each

point above the mean score on FC is associated

with an RDAS score at the fourth session that is

1.27 points higher; therefore, individuals who

have higher expectations for FC at the outset

of counseling have higher RDAS scores at the

fourth session. The partner effect means that for

each point an individual’s partner is above the

mean on FC, he or she has an RDAS score at

the fourth session that is 9.77 points higher.

For the variable FCIN, the actor and part-

ner effects are computed in the same way,

actorFCIN ¼ �5.75 and partnerFCIN ¼ �11.26.

These coefficients (if statistically significantly

different from zero) indicate whether the actor

and partner effects are moderated by gender.

Because we coded men as 1 and women as

�1, we compute these differences as follows.

For men, we take the original actor coefficient

(1.27) and add the interaction actor coefficient

(5.75) to get a value of 7.02, and for women

we subtract the interaction coefficient to the

original coefficient (1.27� 5.75¼�4.48). This

means that the actor effect for women is actually

negative, whereby women who score one point

above the mean on FC at intake have a lower

RDAS score at fourth session; for men,

higher FC scores at intake are associated with

higher RDAS scores at fourth session. The part-

ner effect for women’s FC on men’s RDAS is

21.03 [9.77 – (�11.26)], which means men

whose partners have higher FC scores have

higher RDAS scores at fourth session; the part-

ner effect for men’s FC on women’s RDAS is

–1.49 [9.77 þ (–11.26)].

Step 4: Interpreting the results. Actor and

partner effects can be interpreted as

unstandardized regression coefficients,

so a t statistic is used to determine

whether these effects differ significantly

from zero. Because actor and partner

effects are computed using coefficients

from two separate regressions, the stan-

dard errors of both original coefficients

must be pooled, using the formula shown

in Equation 4 (Kenny et al., 2006),

SEp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

b þ s2
w

4

r
: ð4Þ

Following this equation, the calculation for the

variable FC from the example data is as fol-

lows:

SEp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

b1 þ s2
w1

4
¼

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5:432 þ 7:612

4

r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
29:49þ 57:91

4

r
¼

ffiffiffiffiffiffiffiffiffiffiffi
21:85
p

¼ 4:67:

For FCIN, the standard error is 7.73. To obtain

the t statistic, the actor and partner effects are
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divided by the pooled standard error, first for

the FC variable,

tactor ¼
a

SEi

¼ 1:27

4:67
¼ 0:27 and

tpartner ¼
p

SEi

¼ 9:77

4:67
¼ 2:09:

For FCIN, t(actor) ¼ 0.74 and t(partner) ¼
�1.45. The degrees of freedom for these tests

are calculated as in Equation 5 (Kenny et al.,

2006),

df ¼ ðs
2
b1þ s2

wÞ
2

s4
b

dfb

þ s4
w

dfw

: ð5Þ

Following this equation, the calculations for the

variable FC are as follows:

df ¼ ðs
2
b1þ s2

wÞ
2

s4
b

dfb
þ s4

w

dfw

¼ df ¼ ð57:91þ 159:26Þ2
3353:81

4
þ 25365:15

4

¼ 47162:81

838:45þ 6341:29
¼ 6:74:

For FCINTER, the degrees of freedom are

10.19. Note that the degrees of freedom may

be fractional. To test the statistical significance

of the t statistic, examine a t table and locate the

cut-off value for the desired level of signifi-

cance with the correct number of degrees of

freedom. In the case of fractional degrees of

freedom, the recommendation is to be conser-

vative and round down (Kenny et al., 2006).

A review of published t tables showed that nei-

ther the actor nor the partner effect was signif-

icant for either variable. Neither the actor nor

the partner effect of scores on the FC subscale

of the EAC-B predicted fourth session RDAS

scores, and these effects did not differ by gen-

der. Although these results are presented here

for illustration only and should not be inter-

preted substantively, it is important to note that

a potential reason that some effects were not

statistically significant from zero may be due

to the small sample size, which reduced the

power to detect anything but an extremely large

effect.

Discussion and Suggestions for
Implementation

In this article, we have described and illustrated a

pooled regression APIM approach to analyzing

dyadic data from a small sample of dyads. This

method can be implemented using conventional

statistical software and hand computations. Thus,

it is appropriate for researcher–clinicians who

want to find out more about their clients but do

not have the sample size necessary to conduct

APIM analyses using structural equation model-

ing or multilevel modeling.

This method has several advantages over

other approaches used to analyze these types

of data. The primary benefit is that researchers

can investigate actor and partner effects (i.e.,

keep both members of the couple in the same

data set) while accounting for the interdepen-

dence between the members of a couple. This

results in more accurate statistical inferences

as well as more nuanced and relevant informa-

tion that the researcher–clinician can use to

inform his or her practice. The ability to con-

duct these analyses using hand computations

presents a significant advantage due to its sim-

plicity, but it also introduces a potential source

of error in the computations. Because of this, it

is recommended that someone not familiar with

the study confirm the computations. This indi-

vidual would ideally be familiar with the APIM

and regression-based statistical models but

blind to the research questions of the study.

When using these techniques, a few cautions

must be considered. First, the dyad-level data

must be amenable to regression-based analyses.

Also, because the pooled regression approach is

based on conventional regression techniques

conducted using standard statistical software,

it cannot accommodate missing data; thus cou-

ples are deleted if they do not have data on a

specific variable. This can result in a significant

reduction in sample size and decrease the

power of statistical tests. An additional disad-

vantage is that the pooled regression technique

for distinguishable dyads assumes homogeneity

of variance across levels of the distinguishing

variable (i.e., in this case that men and women

have the same variance in their RDAS scores).
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Despite some cautions, the pooled regres-

sion approach to the APIM offers researchers

in clinical settings an alternative to individually

focused analyses. Using the APIM, researcher–

clinicians can account for, explicitly model,

and investigate interdependence among dyad

members, which increases their potential to

conduct and apply research that is relevant to

their work in counseling settings.

Appendix A

This appendix contains complete data for the

other EAC-B subscales and the three additional

predictor variables from the example study

(presented in Table 2) as well as potential

research questions to use with them (presented

in text). Interested readers are encouraged to

use these data to practice the analysis tech-

niques presented in this article and check their

computations against those we present here.

Additional Predictor Variables: Other
EAC-B Subscales

For the effect of the PC factor on RDAS scores,

actor and partner effects were not significant

for either the subscale score, actor ¼ �8.03,

t(4.94) ¼ �2.03, p ¼ .11, and partner ¼ 6.66,

t(4.94) ¼ 1.68, p ¼ .17, or the interaction

between the subscale score and gender, actor

¼ 15.83, t(3.31) ¼ 3.17, p ¼ .05, and partner

¼ 12.58, t(3.31) ¼ 2.52, p ¼ .09.

For the CE factor, the results were also not sig-

nificant for either the subscale score, actor ¼
�1.52, t(3.09) ¼ �0.20, p ¼ .85, partner ¼
4.42, t(3.12) ¼ 0.58, p ¼ .60, or the interaction

between the subscale score and gender, actor ¼
7.45, t(4.07) ¼ 1.70, p ¼ .164, and partner ¼
�1.28, t(4.07) ¼ �0.29, p ¼ .78.

For the nurture factor, results were not

significant for either the subscale score, actor

¼ 12.68, t(5.63) ¼ 3.37, p ¼ .01, partner ¼
�3.74, t(5.63) ¼ �1.00, p ¼ .363, or the inter-

action between the subscale score and gender,

actor ¼ �14.46, t(3.35) ¼ �2.95, p ¼ .060,

partner ¼ �12.84, t(3.35) ¼ �2.62, p ¼ .079.

It is noteworthy that the test for the actor effects

of the nurture factor would be significant if not

for the Bonferroni correction.

Additional Predictor Variable: University
of Rhode Island Change Assessment

The University of Rhode Island Change

Assessment (URICA; McConnaughy et al.,

1983) was used to measure client stage of

change. The URICA is a 32-item self-report

measure on which individuals rate their agree-

ment on a 5-point scale with statements reflect-

ing each stage of change. The URICA was

designed to provide a continuous score of readi-

ness to change (McConnaughy et al., 1983).

The URICA contains four subscales: (a) precon-

templation, for example, ‘‘I am not the problem

one, it doesn’t make sense for me to be here’’; (b)

Table 2. Data for Further Analyses

Case PCM PCF CEM CEF NM NF SDM SDF UM UF RDASM RDASF

1 4.82 6.67 4.56 5.00 4.08 5.17 47 54 101 116 7 33
2 6.76 6.45 5.89 3.78 5.67 5.00 19 27 94 89 55 54
3 5.20 5.26 4.45 4.33 4.42 4.17 40 19 103 88 53 54
4 5.64 6.34 5.78 6.22 5.58 5.58 9 39 113 104 8
5 5.68 5.44 4.33 3.67 5.00 4.75 24 42 99 109 59 59
6 5.93 6.51 4.33 5.00 5.50 4.25 13 48 96 63 52 40
7 5.04 4.99 4.56 4.33 4.50 4.25 25 22 91 108 50 58
8 5.00 4.67 4.11 4.42 4.58 13 17 103 109 48 44
9 4.89 5.42 4.11 4.11 4.17 3.67 40 39 101 113 47 46
10 5.95 7.00 4.56 6.89 4.92 6.67 45 66 106 131 46 31
11 5.13 5.00 4.00 2.89 4.25 3.50 32 19 101 93 49 43
12 6.73 6.50 5.45 5.11 4.75 4.75 35 37 122 122 43 32
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contemplation, for example, ‘‘I have a problem

and I really think I should work on it’’; (c) action,

for example, ‘‘I am finally doing some work on

my problem’’; and (d) maintenance, for exam-

ple, ‘‘It worries me that I might slip back on a

problem I already have, so I am here to seek

help.’’ Subscale scores are obtained by summing

subscale items; summing the scores on contem-

plation, action, maintenance, and the reverse-

scored precontemplation scale results in a total

score indicating readiness for change.

The potential research question to use with

this predictor is whether URICA scores at

intake predict RDAS scores at the fourth ses-

sion. To determine if the actor or partner effects

for URICA scores on RDAS at fourth session

were significant, a pooled regression test of the

APIM was conducted. Results were not signif-

icant for either the URICA score, actor ¼ 0.05,

t(3.97) ¼ 0.064, p ¼ .952, partner ¼ �0.12,

t(3.97) ¼ �0.16, p ¼ .88, or the URICA by

gender interaction, actor ¼ �0.07, t(3.46) ¼
�0.08, p ¼ .94, partner ¼ 0.02, t(3.46) ¼
0.02, p ¼ .99.

Additional Predictor Variable: Symptom
Distress Subscale of the Outcome
Questionnaire

Data representing individuals’ level of individ-

ual distress were obtained from scores on the

Symptom Distress (SD) subscale of the Out-

come Questionnaire (Lambert et al., 1996). The

Outcome Questionnaire consists of three sub-

scales (Symptom Distress, Interpersonal Rela-

tionships, and Social Role), but critics have

suggested that only the SD subscale be used,

as it is the most reliable and valid and has the

strongest links between individual items and

the factor (Mueller, Lambert, & Burlingame,

1998; Vermeersch, Lambert, & Burlingame,

2000).

The potential research question for this pre-

dictor is whether SD subscale scores at intake

predict RDAS scores at the fourth session. To

test this, a pooled-regression test of the APIM

was conducted. Results were significant for the

SD score, actor¼�1.58, t(4.05)¼�19.82, p <

0.00, and partner ¼ 0.83, t(4.05) ¼ 10.40, p <

0.00, but not the SD by gender interaction,

actor ¼ 0.19, t(4.01) ¼ 1.38, p ¼ 0.23, or part-

ner ¼ 0.12, t(4.01) ¼ 0.90, p ¼ 0.42.

Additional Predictor Variable: Revised
Dyadic Adjustment Scale

A final potential research question concerns

whether RDAS scores at intake predict RDAS

scores at the fourth session, also tested through

a pooled regression APIM. Results were signif-

icant for the actor effect for the RDAS score,

actor ¼ 1.26, t(5.65) ¼ 7.47, p <0.00, but not

the partner effect, partner ¼ 0.13, t(5.65) ¼
0.93, p ¼ .39, or either effect for the RDAS

by gender interaction, actor ¼ 0.16, t(6.58) ¼
0.83, p ¼ 0.43, and partner ¼ 0.13, t(6.58) ¼
0.86, p ¼ 0.42.

Declaration of Conflicting Interests

The authors declared no potential conflicts of

interest with respect to the research, authorship,

and/or publication of this article.

Funding

The authors received no financial support for

the research, authorship, and/or publication of

this article.

References

Busby, D. M., Crane, D. R., Larson, J. H., &

Christensen, C. (1995). A revision of the Dyadic

Adjustment Scale for use with distressed and

nondistressed couples: Construct hierarchy and

multidimensional scales. Journal of Marital &

Family Therapy, 21, 289-308.

Cohen, J., Cohen, P., West, S. G., & Aiken, L. S.

(2002). Applied multiple regression/correlation

analysis for the behavioral sciences (3rd ed.).

Mahwah, NJ: Lawrence Erlbaum.

Cook, W. L. (1998). Integrating models of interde-

pendence with treatment evaluations in marital

therapy research. Journal of Family Psychology,

12, 529-542.

Cook, W. L., & Kenny, D. A. (2005). The actor-

partner interdependence model: A model of

bidirectional effects in developmental studies.

Tambling et al. 113

 at TUFTS UNIV on September 16, 2016cor.sagepub.comDownloaded from 

http://cor.sagepub.com/


International Journal of Behavioral Develop-

ment, 29, 101-109.

Crane, D. R., Middleton, K. C., & Bean, R. A.

(2000). Establishing criterion scores for the Kan-

sas marital satisfaction scale and the revised dya-

dic adjustment scale. American Journal of

Family Therapy, 28, 53-60.

Hays, D. G. (2010). Introduction to counseling

outcome research and evaluation. Counseling

Outcome Research and Evaluation, 1, 1-7.

Kashy, D. A., & Kenny, D. A. (2000). The analysis

of data from dyads and groups. In H. T. Reis &

C. M. Judd (Eds.), Handbook of research

methods in social and personality psychology

(pp. 451-477). Cambridge, UK: Cambridge Uni-

versity Press.

Kashy, D. A., & Snyder, D. K. (1995). Measurement

and data analytic issues in couples research. Psy-

chological Assessment, 7, 338-348.

Kenny, D. A. (1995). The effect of nonindependence

on significance testing in dyadic research. Personal

Relationships, 2, 67-75.

Kenny, D. A., & Judd, C. M. (1996). A general pro-

cedure for the estimation of interdependence.

Psychological Bulletin, 119, 138-148.

Kenny, D. A., Kashy, D. A., & Cook, W. L. (2006).

Dyadic data analysis. New York, NY: Guilford.

Kline, R. B. (2005). Principles and practice of struc-

tural equation modeling (2nd ed.). New York,

NY: Guilford.

Lambert, M. J., Hansen, N. B., Umpress, V., Lunnen, K.,

Okiishi, J., Burlingame, G. M., & Reisinger, C. W.

(1996). Administration and scoring manual for the

OQ-45.2 (outcome questionnaire). Stevenson, MD:

American Professional Credentialing Services LLC.

Lambert, M. J., Hansen, N. B., Umpress, V.,

Lunnen, K., Okiishi, J., Burlingame, G. M.

(1996). In MD Stevenson American Professional

Credentialing Services LLC.. (Ed.), Administra-

tion and scoring manual for the OQ-45.2 (out-

come questionnaire).

McConnaughy, E. A., Prochaska, J. O., &

Velicer, W. F. (1983). Stages of change in psy-

chotherapy: Measurement and sample profiles.

Psychotherapy: Theory, Research & Practice,

20, 368-375.

Mueller, R. M., Lambert, M. J., & Burlingame, G.

M. (1998). Construct validity of the outcome

questionnaire: A confirmatory factor analysis.

Journal of Personality Assessment, 70, 248-262.

Newsom, J. T. (2002). A multilevel structural equa-

tion model for dyadic data. Structural Equation

Modeling, 9, 431-447.

Sprenkle, D. H. (2003). Effectiveness research in

marriage and family therapy: Introduction. Jour-

nal of Marital & Family Therapy, 29, 85-96.

Tambling, R. B. (2008). Expectations about counsel-

ing. Unpublished doctoral dissertation. Univer-

sity of Georgia, Athens, GA.

Tinsley, H. E., Workman, K. R., & Kass, R. A.

(1980). Factor analysis of the domain of client

expectancies about counseling. Journal of Coun-

seling Psychology, 27, 561-570.

Vermeersch, D. A., Lambert, M. J., &

Burlingame, G. M. (2000). Outcome question-

naire: Item sensitivity to change. Journal of Per-

sonality Assessment, 74, 242-261.

Bios

Rachel B. Tambling, PhD, LMFT, is an assistant

professor in the Department of Human Development

and Family Studies at the University of Connecticut.

Her research interests included the processes and

outcomes of couple and family therapy. She is par-

ticularly interested in factors that contribute to suc-

cessful engagement and treatment persistence in

counseling.

Sara K. Johnson, MA, CFLE, is a doctoral candi-

date in the Department of Human Development and

Family Studies at the University of Connecticut. She

has substantive research interests in programs and

activities that promote positive development among

adolescents and emerging adults, and her methodo-

logical interests focus on the use of advanced data

analysis techniques to evaluate programs and

interventions.

Lee N. Johnson, PhD, LMFT, is associate professor

in the department of Child and Family Development

and MFT Program Director at the University of

Georgia. His research interests include aspects of

therapy processes and outcomes.

114 Counseling Outcome Research and Evaluation 2(2)

 at TUFTS UNIV on September 16, 2016cor.sagepub.comDownloaded from 

http://cor.sagepub.com/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 266
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 200
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 266
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 900
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU <FEFF005500730065002000740068006500730065002000530061006700650020007300740061006e0064006100720064002000730065007400740069006e0067007300200066006f00720020006300720065006100740069006e006700200077006500620020005000440046002000660069006c00650073002e002000540068006500730065002000730065007400740069006e0067007300200063006f006e006600690067007500720065006400200066006f00720020004100630072006f006200610074002000760037002e0030002e00200043007200650061007400650064002000620079002000540072006f00790020004f00740073002000610074002000530061006700650020005500530020006f006e002000310031002f00310030002f0032003000300036002e000d000d003200300030005000500049002f003600300030005000500049002f004a0050004500470020004d0065006400690075006d002f00430043004900540054002000470072006f0075007000200034>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9
      /MarksWeight 0.125000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [288 288]
  /PageSize [612.000 792.000]
>> setpagedevice


