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ABSTRACT 

Emulsions are widely utilized to encapsulate, deliver, and release active 

ingredients and are routinely used in environmental applications. Alkalinity-

releasing particles can be encapsulated within emulsions to provide long term pH 

control as alkalinity slowly releases from the oil droplets retained in the 

subsurface. Through a combination of laboratory experiments and mathematical 

modeling, this work addresses: (i) emulsion transport and retention in porous 

media; (ii) alkalinity release from particles encapsulated in emulsion oil droplets; 

and (iii) the ability of emulsions to provide passive, yet sustained, pH treatment.  

Concentrated emulsion transport and deposition behavior was predicted from 

particle transport models adapted and parameterized using data from transport of 

dilute emulsion.   Dispersivity was found to increase with decreasing water 

saturation (i.e., from mass retention) in emulsion systems, but also more broadly 

in partially saturated air-water and NAPL-water systems as a whole.  

Encapsulation of alkalinity-releasing particles within the emulsion oil droplets 

was able to control the rate of alkalinity release through the increased resistance 

to mass transfer via the oil-water interface (orders of magnitude reduction in rates 

of release). Results illustrate how emulsions containing only limited loadings of 

MgO and CaCO3 particle are able to provide long-term pH treatment in columns 

containing sandy porous media.  Models developed and employed herein provide 

a tool that may aid in designing treatments employing oil-in-water emulsions, as 

well as providing insight into how to best reach or maintain site specific pH 

requirements.  
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0ɳ = pressure gradient vector [Pa·L
-1

] 

q= Darcy velocity [cm·min
-1

] 

q= particle charge  

IIIq ­ = mass flux of the component 

from phase II to phase I [M/L
3
-T] 

R=radius of particle [m] 

Rf = retardation factor [-] 

S=solid-phase concentration [M-

DP·M-sand
-1

] 

Smax = maximum solid phase 

concentration [M·M
-1

] 

Smax,tot = overall maximum solid phase 

concentration [M·M
-1

] 

Sw=water saturation [-] 

Sc =Schmidt number  

s= separation distance [m] 

SSA = specific surface area [L
-1

] 
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T =fluid temperature [K] 

U = fluid velocity [L·T
-1

] 

Ui = uniformity index [-] 

vx= pore water velocity [cm·min
-1

] 

Ŭ= dispersivity [cm] 

Ŭô= collision efficient factor [-] 

ɓ=depth-dependent exponent [-] 

Ңr=relative dielectric constant of the 

liquid 

 Ң0 = the permeability in a vacuum 

(8.99x10
-12

 C
2
J

-1
m

-1
) 

1z= zeta potential of the particle 

surface 

2z=zeta potential of the collector grain 

ɖ0 = collision frequency [-] 

ɗN0 = initial volume fraction of NAPL 

ɗN = volume fraction of NAPL 

ə= inverse Debye length [m
-1
] 

kD=relative permeability of the 

displacing solution 

kR =relative permeability of the 

resident phase 

ə = intrinsic permeability of the media 

[L
2
] 

Ű = tortuosity as defined by Millington 

and Quirk (1961) [-] 

ɛe=emulsion viscosity [mPa·s] 

ɛ0=water viscosity [mPa·s] 

ɛr=resident fluid viscosity [mPa·s] 

ɛd=displacing fluid viscosity [mPa·s] 

ɟe=emulsion density [g·mL
-1

] 

ɟDP=dispersed phase density [g·mL
-1

] 

ɟb=bulk density [g·mL
-1

] 

Ɋb= blocking function [-] 

Ɋd= depth-dependent function [-] 

EDLF = electric double layer force 

spheresphereEDL -F , = electric double layer 

force between two particles 

planesphereEDL -F , = electric double layer 

force between a particle and planar 

surface 

spheresphereRES -F , = Electrostatic repulsive 

force between two particles 
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planesphereRES -F , = Electrostatic repulsive 

force between a particle and planar 

surface 

ʌvdW= van der Waal force 

TotalF = total interaction force 

spherespherevdW -F , = Van der Waals force 

for particle-particle interactions 

planespherevdW -F , = Van der Waals force 

for particle-solid interactions 

ůc = surface tension of the continuous 

phase 

ɛ = dynamic viscosity of the fluid 

[M·L
-2

] 

ɛc = viscosity of the continuous phase 

µD = viscosity of the displacing phase 

µR  = viscosity of the resident phase 
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LIST OF ACRONYMS  

 

AIC= Akaike information criterion 

AICc = sample size corrected Akaike 

information criterion 

AICc,w = weighed sample size 

corrected Akaike information 

criterion 

CaO= calcium oxide 

CaCO3= calcium carbonate 

CTRW= continuous time random 

walk  

DLVO= Derjaguin-Landau-Verwey-

Overbeek  

DNAPL= dense non-aqueous phase 

liquid 

DP = dispersed phase 

GA = gum arabic 

LOI=loss on ignition  

MgO= magnesium oxide 

Mg(OH)2= magnesium hydroxide 

NAPL= non-aqueous phase liquid 

NSE = Nash-Sutcliffe model 

efficient coefficient 

nZVI= nano zero valent iron  

o/w= oil-in-water 

PCE=tetrachloroethylene 

PV = pore volume 

Re=Reynoldôs number  

SBO = soybean oil 

Sh=Sherwood number  

SN=NAPL saturation  

SSE = sum squared error 

SSEw = weighted sum squared errors 

TCE= trichloroethylene 

VC= vinyl chloride 

vdW= Van der Waals force 
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EXECUTIVE SUMMARY  

Oil-in-water emulsions are also routinely used in environmental 

applications as means of providing mobility control, as an amendment delivery 

vehicle, but most commonly as the oil substrate to sustain biotic reactions. 

Currently, understanding of amendment placement and release for subsurface 

remediation is rather limited and thus remains highly empirical.  

The overall objective of this research was to assess the utility of oil-in-

water emulsions for delivery and sustention of remedial amendments. Emulsion 

design and testing was accomplished using a series of batch and column 

experiments and subsequent mathematical modeling.  Investigations focused 

specifically on encapsulating alkalinity-releasing particles within oil-in-water 

emulsion droplets to provide long term pH control as alkalinity slowly releases 

from the oil droplets retained in the subsurface.  

Successful in-situ remediation hinges on the ability to successfully 

delivery and release remedial amendments which provide treatment.  To address 

the three major components of required for effective remediation, this work was 

split into three corollary areas: emulsion transport and retention, extent and rate of 

alkalinity release, and the resulting pH treatment in a flow through system. With 

improved knowledge related to each of these components, remedial design can 

work to tailor remediation to fit specific site treatment requirements.  

Emulsion transport and retention was evaluated using a series of 1-d 

column experiments and mathematical models. Existing particle transport models 
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are able to capture emulsion transport and deposition at low concentrations, but 

fail to adequately describe droplet transport at high concentration.  To capture the 

experimental data, existing particle transport models were adapted to include two 

additional dispersive mixing terms.  These terms included the influence of the 

deposited mass on mechanical dispersion and the influence of viscous instabilities 

on mixing.   Inclusion of these additional mechanisms permitted particle transport 

models to be parameterized with low concentration emulsion transport data and 

then employed to predict emulsion transport and retention at concentrations that 

were an order of magnitude greater. 

Mineral dissolution and linear driving force models were used to describe 

release kinetics from bare and emulsion encapsulated particles, respectively. By 

coupling alkalinity release and complex equilibrium chemistry, models were 

developed for alkalinity release from both bare particles and particles held within 

oil-in-water emulsions in batch systems. Long term pH treatment from the 

emulsion systems was tested experimentally in 1-d column systems. Mathematical 

models describing the pH over the course of emulsion treatment were validated 

with experiments. The resulting model offers insight on how to best modify 

particles and/or emulsions to provide the desired retention and release rates, to 

increase the ability to control subsurface pH.
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#ÈÁÐÔÅÒ ρȡ "ÁÃËÇÒÏÕÎÄ 

Within the remediation community there is considerable interest in 

improving coupled physical, chemical and biological processes for cleanup and 

stewardship of contaminated sites. Many of these processes require control of pH 

during treatment and, in some cases, long after. Thus, some of the most common 

amendments added to groundwater during site remediation are compounds to 

adjust pH.  In fact, when considering strategies to transform or sequester organic 

and inorganic contaminants, it is the control of pH and redox potential that 

become critical to the overall success of the remediation technology. Groups of 

technologies which rely upon biotic or abiotic transformation or sequestration 

have been applied to treat heavy metals, radionuclides, and organic solvents. 

Currently, control of subsurface pH is typically completed by adding direct 

sources of alkalinity (e.g., sodium hydroxide (NaOH), magnesium oxide (MgO), 

calcium carbonate (CaCO3), and sodium bicarbonate (NaHCO3)) either as a solid 

or an aqueous solution to the groundwater. However, such methods for pH control 

in the field are often ineffective and/or costly.  

Emulsions are widely utilized in the food, medical and pharmaceutical 

industries to encapsulate, deliver, and release active ingredients; however, control 

of amendment placement and release in environmental applications remains 

highly empirical. The overall objective of this research was to assess the utility of 

oil-in-water emulsions for delivery and sustention of remedial amendments with a 

focus on understanding the mechanisms controlling the delivery and release of 
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alkalinity releasing particles held within the oil phase of the emulsion. 

Encapsulation of particles within in emulsion droplets can provide both in situ pH 

treatment as well as substrate needed to sustain biotic reactions. 

Successful description of alkalinity release from suspensions of bare 

particles and from particles encapsulated in oil-in-water emulsions will help 

reveal the controlling parameters in the extent and rate of alkalinity release. With 

increased knowledge, it may become possible to ñtuneò particle containing 

emulsions to provide a specific alkalinity release rate needed for remedial events. 

By coupling alkalinity release and complex equilibrium chemistry, models can be 

developed for alkalinity release (rates and extent) from both bare particles and 

particles held within oil-in-water emulsions. Colloidal particle transport and 

retention modeling is well established with various model formulations used to 

provide a mechanistic understanding of the physical and chemical processes 

governing particle transport and retention. However, when considering oil-in-

water emulsion transport there are only a few acceptable models. The most widely 

accepted model is a modified particle filtration theory model (Soo & Radke, 

1986) that mechanistically describes the transport of the emulsion oil droplets. 

Here, modeling efforts that pair alkalinity release with transport and deposition 

will provide a complete description of pH control for various particle delivery 

methods (i.e., particle suspensions, oil-in-water emulsions containing particles). 

Models validated with experiments will offer insight on how to best modify 

particles and/or emulsions to provide the desired retention and release rates, to 

increase the ability to control subsurface pH.  
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1.1 REMEDIATION  BACKGROUND  

Subsurface remediation is required at thousands of sites nationwide to 

reduce the risk posed by subsurface contaminants to human and environmental 

health. Contaminants found in the subsurface are most commonly due to human 

activities (e.g., chemical spills, poor disposal techniques, application of pesticides, 

etc.). Remediation of chemical pollutants is typically grouped into classes based 

upon process: biological (e.g., enhanced bioremediation); chemical (e.g., chemical 

oxidation); thermal (e.g., electrical resistive heating); and/or physical (e.g., pump 

and treat and air sparging).  Common to all of these treatment classes is the need 

to add chemical, mechanical or thermal energy into the subsurface.  In situ 

treatment technologies require successful delivery (and sometimes recovery) of 

additives to the subsurface.  The ability to control amendment delivery to ensure 

effective contact between remedial amendment and subsurface contaminants is 

critical, though in practice this control is aspirational (See Table 1.1).
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Figure 1.1: Schematic of a pump and treat system paired with the injection 

active remedial ingredients. (Source: Palmer & Fish, 1992) 
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Table 1.1: Additives for illustrative chemical remediation technologies. 

Remediation 

Technology 

Example 

Contaminants 

Additives Injection Method 

Solidification/ 

Stabilization 
¶ Radionuclides 

¶ Heavy metals 

¶ Coal tar 

¶ Cement 

¶ Silicate, carbon, 

phosphates, or 

sulfur material 

binders 

¶ Clays 

¶ Lime 

¶ Vertical auger 

mixing 

¶ Shallow 

mixing 

¶ Injection 

grouting 

Chemical 

Oxidation 
¶ Chlorinated 

solvents 

¶ BTEX 

¶ Phenols 

¶ Explosives 

¶ Pesticides 

¶ PCBs 

¶ VOCs 

¶ PAHs 

¶ Potassium or 

sodium 

permanganate 

¶ Fentonôs 
catalyzed 

hydrogen 

peroxide 

¶ Ozone 

¶ Sodium persulfate 

¶ Acids to acidify 

subsurface 

(required for 

some oxidants) 

¶ Mixed into 

soil/ sludge 

¶ Gravity feed 

or injection 

wells 

¶ Pressurized 

injection 

¶ Hydraulic 

fracturing 

Chemical 

Flushing 
¶ Metals 

¶ Chlorinated 

solvents 

¶ Phenols 

¶ Acidic/basic 

solutions 

¶ Surfactants 

¶ Chelating agents 

¶ Cosolvents 

¶ Injection/ 

extraction 

wells 

Bioremediation ¶ Chlorinated 

solvents 

¶ Heavy metals 

¶ Nitrate 

¶ Perchlorate 

¶ Electron donor 

¶ Microbes 

¶ Nutrients 

¶ Alkalinity sources 

¶ Injection/ 

extraction 

wells 

Adapted from United States Environmental Protection Agency, 2006 



#ÈÁÐÔÅÒ υȡ "ÁÃËÇÒÏÕÎÄ 

6 

 

1.2 SUBSURFACE AMENDMENT DELIVERY  

 The success of remediation technologies relies on the ability to delivery 

active constituents to the subsurface contamination; whether amendments need to 

be delivered directly to the contaminants or correctly placed for subsequent 

dissolution from the emplaced additives. 

 1.2.1 INJECTED AQUEOUS AMENDMENTS 

Amendment delivery can be accomplished with aqueous solutions via injections 

wells, direct push methods, infiltration galleries, and recirculation wells (Arcadis, 

2002). Recirculation systems can be in situ systems, where amendments are 

directly added to the ambient groundwater thus not requiring additional pumping 

of groundwater to the subsurface; or ex situ, where amendments are mixed with 

extracted groundwater aboveground.   Injection-extraction wells, circulation wells 

and tandem recirculating wells can all be used to delivery aqueous amendments.  

In situ recirculation systems require in-well mixing (e.g., static or inline mixers) 

to mix chemical amendments with the contaminated groundwater (Goltz & Christ, 

2012). However, clogging and fouling of injection/extraction wells can be a major 

issue during remediation when injecting aqueous solutes that may form precipices 

when contacting groundwater (e.g., CaCO3).  

 Even with efforts to enhance mixing and delivery, subsurface 

heterogeneity (e.g., regions of permeability contrast) can create zones of flow 

bypass and preferential flow paths, and thus delivery of injected aqueous 
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amendments, dictated by ambient groundwater patterns, may not successfully 

reach the intended targeted area. Contaminant treatment in low permeability 

zones can be difficult to achieve due to the inaccessibility to delivery or emplace 

amendments; and contaminant rebounding post cleanup is typically cited to be 

due to incomplete removal from less accessible geological regions.  

1.2.2 SOLID AMENDMENTS  

 Solid phase materials (e.g., Mg(OH)2, CaO, CaCO3) can be added to the 

subsurface via directly injecting the solids (as a slurry) into boreholes or by 

following the solid injection with injection of a slurry material to aid in transport 

away from the injection site. Transport of solid materials can be increased through 

physically mixing the injected solid into the subsurface using augers (Borden, et 

al., 2008; Castelbaum, et al., 2011).  Reactive materials can also be added to the 

subsurface in the form of a permeable reactive barrier (PRB) to treat 

contaminants. With a PRB a reactive zone or barrier is created in the subsurface 

where contaminated groundwater will flow through to be treated.  Reactive iron 

particles are commonly employed as a PRB for degradation of organic 

compounds since injection and targeted delivery of ZVI in the subsurface presents 

difficulties.   

1.3 IMPORTANCE OF SUBSURFACE PH CONTROL   

 Amendments designed to aid in pH regulation are the most common 

amendments added to groundwater.  Numerous remedial technologies such as 
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immobilization of heavy metals/radionuclides, enhanced bioremediation of 

chlorinated solvents, and in situ chemical oxidation/reduction require careful 

control of subsurface pH for successful contaminant remediation. 

 1.3.1 ENHANCED ANAEROBIC BIOREMEDIATION 

 In situ bioremediation is a widely used remediation technique to degrade a 

variety of contaminant types (e.g., chlorinated solvents, heavy metals, nitrate, 

etc.); however, successful long-term bioremediation requires that the subsurface 

be held at conditions favorable for microbial degradation to occur (i.e., sufficient 

carbon sources, nutrient levels, temperature, pH, etc.). Enhanced biodegradation 

is widely used due to the in situ nature of the technology along with the relatively 

low cost of treatment. In situ biodegradation involves employing microbes (either 

naturally occurring on site or added) to degrade contaminants present in the 

subsurface. In order to promote biodegradation additional microbe consortiums 

can be injected along with amendments (e.g., compounds to control pH, carbon 

sources, nutrients, etc.) to create a subsurface with favorable conditions for 

microbial degradation.  Degradation of chlorinated solvents is commonly 

completed using enhanced biodegradation by reductive dechlorination (microbial 

degradation pathway shown in Figure 1.2).  
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Figure 1.2: Reductive dechlorination of chlorinated ethenes. (Source: Parsons, 

2004)  
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Metabolic reductive dechlorination approaches commonly employ 

fermentable carbon sources to produce electron donor in the form on hydrogen.  

The dechlorination processes creates a mole of acid with each mole of chloride 

removed from the contaminant molecule or its degradation products (Steffan, et 

al., 2010). This acidity produced from degradation reduces rates of contaminant 

degradation.  Moreover, some of the organisms responsible for the conversion of 

cis-DCE and VC, already the rate limiting steps in the degradation process, can be 

most influenced by the decrease in pH (Lacroix, et al., 2014; Adamson, et al., 

2004). Thus, maintaining pH near circa neutral is highly important for remedial 

success via enhanced bioremediation. 
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Figure 1.3: The effect of pH on PCE degradation by SDC-9TM. (Source: 

Vainberg, et al., 2009) 
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Subsurface pH control becomes critical because microbial contaminant 

degradation rates are highest at circa neutral pH conditions, with pH 5.5-7.5 found 

to be ideal for PCE degradation, and degradation rates are substantially lower 

outside of this range (Vainberg, et al., 2009). In fact, there are many reports of 

organohalide-respiring bacteria becoming inactivated as the pH drops below 5 

(Vainberg, et al., 2009; Robinson, et al., 2009; Lacroix, et al., 2014). Philips et al. 

(2013) studied the use of a common inoculum, KB-1, and found that 

dechlorination rates of TCE were highest when the pH was between 7.1-7.5 but 

TCE degradation was completely inhibited below 6.2. Vainberg et al. (2009) 

determined that the PCE degradation rate at optimal pH (i.e., pH 6) was 1.5 mg 

PCE·L
-1

-h. Laxroix et al. (2014) completed dechlorination experiments with 

various microbial consortia to evaluate the pH inhibition on each step in the 

reductive dechlorination process. The authors corroborated that degradation from 

vinyl chloride to ethene was the most pH sensitive reductive dechlorination step, 

which supports field evidence of degradation stalling creating a buildup of 

degradation products, mainly vinyl chloride, before complete reduction to ethene
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Table 1.2: Optimal pH for reductive dechlorination by mixed cultures. 

Source Optimal pH  
Inhibition pH  

(low; high)* 
Contaminant 

degraded 

Microbial 

Consortium 

Philips et al. (2013) 7.1-7.5 6.2 TCE 
KB-1

TM **  

(SiREM, Canada)
 

Lacroix et al. (2014) 

6.99 4.3; 9.2 PCE to cis-DCE SL2-PCEa 
Ǝ
 

6.6 5.3; 7.9 cis-DCE to VC SL2-PCEa 
Ǝ
 

6.5 5.2; 7.8 VC to ethene SL2-PCEa 
Ǝ
 

6.44 4.4; 8.5 PCE to cis-DCE SL2-PCEb 
Ǝ
 

7.43 4.6; 10.2 cis-DCE to VC AQ-1 
Ǝ
 

6.99 5.4; 8.5 VC to ethene AQ-1 
Ǝ
 

6.56 6.1; 7.1 PCE to ethene AQ-5 
Ǝ
 

6.78 5.3; 8.2 PCE to VC PM 
ƎƎ

 

6.78 5.5; 8.0 VC to ethene PM 
ƎƎ

 

Vainberg et al. (2009) 6 5; 9 PCE SDC-9
TM

 ° 

* Inhibition pH was calculated when the pH inhibition function was less than 0.01 (i.e., 99% of degradation was inhibited) based 

on modeled parameters in Lacroix et al. (2014). 

**  Commercially available dechlorinating inoculum containing Dehalococcoides sp., Geobacter sp., and Methanomethylovorans 

sp. grown in dilute salt solution with formate or lactate.  
Ǝ 

Organohalide-respiring consortia originated obtained from chlorinated ethene contaminated aquifers that were enriched and 

maintained in the laboratory. (Szynalski, 2003) 
Ǝ Ǝ 

Consortia originated obtained from Point Mugu Naval Weapon Facility, California enriched under anaerobic conditions with 

soil and groundwater from site for 1.5 years then enriched with a sterile basal medium with trace nutrients present. (Yu, 2003)  

° Commercially available dechlorinating inoculum containing Dehalococcoides sp. strains grown under anaerobic conditions on 

lactate with PCE. Other trade names of this culture include: Bat-9
TM

; RTB-1
TM

; and BDLplus
TM
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Although the natural buffering capacity of the soil can provide some 

alkalinity, the quantity is highly variable depending on soil type (see Section 1.4.1 

Intrinsic Buffering Capacity for further details). Once the natural buffering 

capacity of the soil is exhausted artificial pH control of the subsurface is required 

to prevent degradation stalling (Robinson, et al., 2009; Steffan, et al., 2010). The 

type of electron donor used for bio-stimulation will also determine the alkalinity 

demand required to maintain acceptable pH levels. McCarty et al. (2007) studied 

the influence of type of organic electron donor on the amount of alkalinity (as 

bicarbonate) required to keep pH above 6.5.  Their study suggests that formate is 

more effective as a substrate for a given level of available alkalinity.  The reason 

being that bicarbonate is formed as formate is utilized thereby providing 

additional alkalinity to help maintain pH in a range suitable for solvent 

degradation.  Although formate can allow more of a sustainable bioremediation 

process, the rate at which formate is dehydrogenated is slow and may not produce 

a sufficiently fast rate of alkalinity to prevent acid buildup (Philips, et al., 2013).  
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Figure 1.4: (left) Effect of initial alkalinity on pH as reductive dechlorination is occurring. Figure assume hydrogen is the electron 

donor with an initial dissolved carbon dioxide concentration of 2x10
-4 

mM and temperature is 20ϊC; (right) effect of reductive 

dechlorination on pH as a function of electron donor, assumes same assumptions as the left figure and has a starting alkalinity of 800 

mg·L
-1

 bicarbonate alkalinity. (Source: McCarty, et al. (2007)
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 An additional concern is that providing further buffering capacity in the 

form of bicarbonate can promote other microbial groups (i.e., methanogens and 

homoacetogens) that compete with organohalide-respiring microbial groups for 

hydrogen as an electron donor (Delgado, et al., 2012).  

 1.3.2 STABILIZATION  TECHNIQUES  

 Stabilization is a remediation technology where instead of physical 

immobilization of the contaminants (solidification), compounds are chemical 

altered to reduce mobility in the subsurface allowing the soil to be treated instead 

of the groundwater (Mulligan, et al., 2001) .  Heavy metal solubility and thus 

transport is greatly affected by pH and to a lesser extent by redox potential. 

Chuan, et al. (1996) found that lead, cadmium, and zinc were present at low 

solubility under basic conditions, whereas the metal solubility greatly increased as 

pH was reduced to more acidic conditions. The authors also found that metal 

solubility increased as redox potential decreased while at constant pH. Due to the 

influence of pH on metal solubility, these compounds can be precipitated or 

immobilized by in situ pH adjustments. For example, oxides present in the 

subsurface can adsorb metal ions, stabilizing heavy metals in the form of metal 

oxides- again this adsorption process is directly connected to pH and redox 

potential. Both cations and anions are greatly influenced by subsurface pH 

(Figures 1.5 and 1.6 for example, adsorption of anions will increase with 

increasing pH, stabilizing the ionic contaminants (Palmer & Fish, 1992). 
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Figure 1.5: Example pE-pH diagram for Cadmium to show influence of 

pH and redox on metal solubility. [Cd]T=5.48x10
-5

 M; [SO4]T=6.8x10
-4

 M.   

(Source: Chuan, et al. (1996)) 
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Figure 1.6: Effect of pH on adsorption of cations and anions. (Source: 

Palmer & Fish (1992)) 
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 Additionally, bioimmobilization can effectively reduce the solubility and 

mobility of radionuclides (e.g., uranium) in the subsurface by utilizing naturally 

occurring subsurface microbes that release sulfide or phosphate for 

immobilization (Martinez, et al., 2007). pH control may become important for bio 

immobilization due to the effect of pH on microbial release of phosphate. It was 

found that bacteria increased phosphate release by around about 40% when the pH 

was increased from 5 to 7 helping promote bio immobilization (Beazley, et al., 2007).  

 1.3.3 CHEMICAL OXIDATION  

 Chemical oxidation treatments can be used to transform toxic 

contaminants into less harmful compounds. Oxidants supplied to the groundwater 

(e.g., permanganate, hydrogen peroxide, iron, persulfate, ozone, etc.) can be used 

to remediate a variety of contaminants; however, for some oxidization reactions 

the subsurface pH must be held between a specific range of pH levels. In situ 

chemical oxidation (ISCO) is most commonly completed with base activated 

persulfate (although persulfate activation can be completed by many mechanisms 

including heat, UV, and chelated iron) (Furman, et al., 2010). There are 

limitations of each type of chemical oxidation for example, catalyzed H2O2 

decomposes rapidly and permanganate tends to react with the reducing species in 

subsurface (e.g., soil organic matter). 

 As an illustrative example on how pH affects chemical oxidation, 

reactions with permanganate as shown below:  

OHMneHMnO 2

2

4 458 +­++ +-+-
   5.3<pH   (1.1) 
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---
+­++ OHsMnOeOHMnO 4)(32 224   125.3 <<pH   (1.2) 

---
­+ 44 MnOeMnO     12>pH   (1.3) 

 For example, Fentonôs reagent (i.e., a form of catalyzed hydrogen 

peroxide (H2O2)) is found to be most effective under acidic conditions (i.e., below 

3.5) for the removal of dyes and chemical oxidation demand (COD) in 

wastewaters (Meriç, et al., 2004) and for complete mineralization of the pesticide 

pentachlorophenol (Watts, et al., 1990) thus requiring treatment step for pH 

adjustment. Ozone oxidation is also most effective under acidic conditions. Thus 

oxidation via Fentonôs reagent or ozone is not applicable for basic soils or soils 

with high buffering capacity since it would require a significant amount additives 

for successful pH modification. Although, in situ permanganate oxidation can 

successfully occur under typical environmental pH conditions (3.5-12), it is most 

efficient under acidic conditions when five electrons are transferred (see reactions 

below-equations 1.4 & 1.5 from Huling & Pivetz, 2006). In situ chemical 

oxidation can also be used for chlorinated solvent removal, creating non-toxic 

byproducts by the following reactions (reaction shown below with permanganate 

as the oxidizing agent for PCE and TCE when pH is between 3.5 and 12, 

respectively (Strategic Environmental Research and Development Program, 

2006)).  
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-+-
+++­++ ClHCOsMnOOHClCMnO 1286)(4434 222424  (1.4) 

-+-
+++­+ ClHCOsMnOHClCMnO 32)(22 22324

  (1.5) 

 Hydrogen ions are a byproduct of chlorinated solvent oxidation, and thus 

contaminant reduction can drastically reduce the groundwater pH over the course 

of remediation. Large amounts of carbon dioxide gas can be produced during 

oxidation which can alter subsurface permeability and thus pH control can 

become important here as well in order to reduce permeability changes.  

 The mobility of heavy metals may be enhanced or decreased during 

chemical oxidation/reduction treatments due to the pH sensitivity of metal 

solubility and may require some pH treatments to produce either mobilization or 

immobilization of metals. Also, MnO2(s) can act as a strong adsorbent for many 

heavy metals (e.g., Cd, Cr, Zn, etc.) affecting metal mobility during chemical 

treatments.   

 1.3.4 CHEMICAL REDUCTION  

 Contaminant degradation, of chlorinated solvents and heavy metals in 

particular, via bimetallic particles (e.g., zero valent iron (ZVI), zinc, nickel, 

copper, etc.) is a widely studied abiotic destructive technology (e.g., Arnold & 

Roberts, 2000; Lien & Zhang, 2001; Liu, et al., 2005; review by O'Carroll, et al., 

2013). As bimetallic particles become oxidized, reducing conditions are created 

thus providing favorable conditions for abiotic contaminant reduction (Henn & 
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Waddill, 2006). For example, the reaction of ZVI and TCE reducing completely 

to ethylene can be written as (Chen, et al., 2001): 

-++­ eFeFe 220

    (1.6) 

--+ +­++ ClHCeHHClC 363 4232   (1.7) 

 However, the electrons produced from oxidizing ZVI can also react with 

water or with other aqueous constituents in groundwater. When reaction with 

water a hydroxide ion and hydrogen gas are produced:  

)(222 22 gHOHeOH +­+ --   (1.8) 

 In addition to the more direct surface reduction as written in Equation 1.8, 

the hydrogen gas produced from the reaction with water can act as the reductant 

for contaminant degradation. 
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Figure 1.7: Influence of pH on TCE reduction via zero valent iron particles. 

(Source: Chen, et al., 2001) 
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Since H
+
 and OH

-
 ions are entering the reduction reactions, degradation 

will be affected by pH.  For example, Chen et al. (2001) investigated the effects of 

pH on TCE degradation rates by ZVI finding decreasing degradation rates with 

increasing pH. At low pH levels, iron corrosion is enhanced thus increasing the 

surface oxidization of the ZVI core; however at high pH levels iron hydroxides 

form on the surface limiting contamiant degradation (Song & Carraway, 2005). 

1.4 TYPICAL PRACTICES FOR SUBSURFACE PH CONTROL  

 1.4.1 INTRINSIC BUFFERING CAPACITY 

 Soil and groundwater can contain a natural buffering capacity. The 

buffering capacity of groundwater is measured by the alkalinity present and the 

U.S. Geological Survey (2010) defines alkalinity as ñthe capacity of water for 

neutralizing an acid solution.ò More specifically, alkalinity is the proton 

deficiency relative to H2CO3* . For most natural waters alkalinity is dominated by 

the carbonate system and thus the relevant expression for carbonate dominated 

system is shown below.  

][][][][2 3

2

3

+---
-++= HOHHCOCOAlkT

  (1.9) 

However, with groundwaters other ions can be present that affect total alkalinity 

and often the total alkalinity calculation is expanded as follows:  

]...[2])([][][][2
2

443

2

3

-----
++++= HPOOHBOHHCOCOAlkT    

    ][][])([... 43
+--

--+ HHSOOHSiO   (1.10) 
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Where: B(OH)4
-
 is tetrahyroxyborate  

Although alkalinity measurements of the groundwater can provide insight 

into the overall buffering capacity, the soil and solids present provide the majority 

of the buffering capacity for the subsurface system. The buffering capacity of 

solids is similarly defined and is the ability of a solid to bond/sorb and release 

excess hydrogen ions. Soil buffering capacity is typically high for systems with 

solids containing bicarbonate, carbonate, and hydroxides minerals (e.g., calcite, 

dolomite); although some alkalinity can be provided from borates, silicates and 

phosphates present in soils (Arcadis, 2002). Soil buffering capacity can take the 

form of mineral dissolution to give off weak acids (e.g., calcium carbonate 

dissolution); weathering of silicates that release basic cations; ion exchange onto 

mineral and organic soil surfaces of hydrogen cations; incorporation of hydrogen 

ions into clay structures and mineral lattices; or via neutralization reactions with 

oxides and hydroxides (Hajnos, 2011). Soil buffering capacity can be estimated 

based on the organic carbon and clay content of the soil; with increasing organic 

carbon content and clay content comes increasing buffering capacity (Weaver, et 

al., 2004).  
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Table 1.3: Buffering capacity of soil components (in pH range of 3.5-8.0). 

Soil Material Capacity 

[meq/g] 

Reference 

Silicate Clays  

          Smectites 0.8-1.5 

McBride (1994)           Vermiculite 1.5-2.0 

          Illite  0.2-0.4 

          Kaolinite 0.01-0.05 Thomas & Hargrove (1984) 

Soil Organic Matter (SOM) 2.0 Helling, et al. (1964) 

Allophane and Imogolilte 0.2-0.5 Wada (1989) 

Iron and Aluminum Hydroxides 

and Oxides*  

0.05-0.4 Borggaard (1983) 

Calcium Carbonate (CaCO3)**  20 Stumm & Morgan (1996) 

*Based on linear extrapolation between 8 and 3.5 of the data for hematite and goethite  

** CaCO3 equilibrium occurs at pH 7 or above 

Source: Bloom, 1999 
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 The cationic exchange capacity (CEC) of the soil is the measure of the 

ability for a soil to hold more cations and is thus directly correlated to the 

buffering capacity of the soil; as CEC increases the intrinsic buffering capacity of 

the soil also generically increases. The CEC value of a soil or soil type is 

commonly known whereas the soil buffering capacity is typically unknown.  

Additionally, the mineralization of organic matter, nitrogen, sulfur, phosphorous 

can all be affected by ability of soils to adsorb and release hydrogen ions (i.e., the 

buffering capacity). Soil acidification occurs when cations are removed from soils 

and replaced with anions (van Breemen, et al., 1984).  Colloidal soil particles can 

also provide buffering capacity to the subsurface (e.g., humus) (Hajnos, 2011).  

 1.4.2 ARTIFICIAL PH MODIFICATION 

 Subsurface pH must be modified artificially when natural buffering 

capacity is limited or exhausted. Typically, artificial pH control for subsurface 

remediation is completed via aqueous phase additions of alkaline solutions (e.g., 

sodium bicarbonate (NaHCO3), sodium or calcium carbonate (NaCO3 or CaCO3), 

sodium hydroxide (NaOH), etc.), buffered aqueous solutions (e.g., phosphate 

buffers), or solid phase alkaline materials to the subsurface (see Table 1.4 for pH 

modification examples). Aqueous phase additions practices have large limitations 

since aqueous delivery is governed by ambient groundwater flow; thus decreasing 

the control over spatial and temporal in-situ amendment delivery, which is 

increasingly problematic in heterogeneous media. 
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Table 1.4: Common chemical additives to provide alkalinity or acid neutralization.  

Chemical 

Capacity 

[meq/g] Max pH  
Neutralization 

Efficiency [%]  

Mass needed 

compared to 

limestone 

Cost compared 

to NaOH 

Sodium carbonate 

(Soda Ash) 

(Na2CO3) 

18.9 11.6 
95-100 (powder) 

60 (briquettes) 
1.06 0.56 

Calcium Hydroxide 

(Ca(OH)2) 
27.0 12.4-12.5 90-95 0.74 0.17 

Calcium oxide 

(lime) 

(CaO) 

35.7 12.4-12.5 90 0.56 0.11 

Sodium Hydroxide 

(NaOH) 
25.0 14 100 0.80 1.00 

Magnesium 

oxide/hydroxide 

(MgO/Mg(OH)2) 

50.0/34.5 
Theoretical: 10.2 

Actual: 9-9.5 
90-95 0.40/0.58 0.22 

Calcium Carbonate 

(CaCO3) 
20.0 

Theoretical: 9.4 

Actual: 6-7.5 
30-90 1.00 0.04 

Source: Trumm (2009) 
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 Active amendment delivery (including pH modification amendments) can 

be completed using injections wells, direct push methods, recirculation wells 

(both in and ex situ systems) and infiltration galleries (Arcadis, 2002). Phosphate 

buffers can also be employed to provide pH adjustments to the subsurface either 

as a pretreatment for chemical treatments or as a way to combat changing pH over 

the course of remediation; however, phosphate salts are not commonly used in the 

field due to the high cost and creating issues of aquifer clogging (McCarty & 

Criddle, 2012). Solid phase alkaline materials (e.g., Mg(OH)2, CaO, CaCO3) can 

be added to the subsurface via directly injecting the solid as a slurry into 

boreholes or by following the solid injection with injection of a slurry material to 

aid in transport away from the injection site. Transport of solid materials can be 

increased by physically mixing the injected solid into the subsurface using augers 

(Borden, et al., 2008).  

 1.4.3 COST CONSIDERATIONS  

 Active amendment delivery may not be cost effective at some cleanup 

sites. A cost assessment was completed for field site at Fort Dix, New Jersey to 

remediate chlorinated solvents via bioaugmentation from 2006-2009 indicating 

that remediation cost around $875 per cubic yard of contaminated aquifer 

(Steffan, et al., 2010). Since the natural buffering capacity at the site was low, 

with pH approximately around 4.5, adjustment of the subsurface pH was required 

and 16,600 pounds of sodium bicarbonate and sodium carbonate solid buffer were 

added to the subsurface to help control pH during bioremediation. At this site 

49% of the total cost was for capital costs, which included the installation of a 
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buffer injection system; and 31% of cost was for operation and maintenance of 

which included pH buffer, lactate, and nutrient amendments. Additional costs 

were accrued due to fouling and clogging of the injection wells by the buffering 

additives, as well as due to a spike in pH levels which affected the in situ 

microbial communities, requiring additional microbes to be added to the 

subsurface (Steffan, et al., 2010). Still, bioaugmentation with recirculation was 

determined to be approximately one third the cost of a pump and treat system for 

this site, and costs could be reduced another 30% if passive bioagumentation 

techniques were used (Steffan, et al., 2010). Not only are continuous injection 

operations to control pH expensive to run and maintain, but have also been cited 

to not effectively control subsurface pH levels at field sites. The same field study 

as described above found that in some injection wells the pH was greater than 9 

where in other subsurface locations the pH was less than 5.5 even after weeks of 

injecting buffered solutions (Steffan, et al., 2010).  

 1.4.4 ADVANCED CONTROL METHODS FOR SUBSURFACE PH  

 Alternative delivery approaches for controlling pH have been explored. 

Particle suspensions, particle-containing emulsions, and encapsulated buffering 

materials are being investigated as a possibly method that allows for better long-

term control of amendment delivery to the subsurface. The use of reactive 

particles for subsurface treatment has been thoroughly investigated with reactive 

iron particles (i.e., nZVI); however, use of bare particles is limited due to issues of 

effective delivery. Particle suspensions have been investigated for pH control as 
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well with insoluble buffering particles (nano to micron size calcium carbonate 

particles) patented as Neutral Zone
TM 

for subsurface pH control. Surface 

modification of the Neutral Zone
TM 

particles was completed with food grade 

additives to give the particles a negative surface charge for enhanced suspension 

stability and mobility for subsurface injection (Piegat and Newman, 2008).  

Additionally, Lacroix et al. (2014) used silicate minerals (andradite, diopside, 

fayalite, forsterite) for passive pH control in systems of laboratory microbial 

consortia degrading PCE. The authors found that although silicate minerals are 

able to help control pH during degradation events some of the silicate minerals 

were not compatible with the microbial consortia, resulting in microbial 

inhibition, specifically with cis-DCE and VC degradation. No investigations into 

the aspects of mineral delivery were investigated to assess the applicability of 

using such particles for subsurface treatment.  Pyrite (FeS2) mineral was also 

found to be effective for pH control during denitrification in batch and column 

experiments (Jha & Bose, 2005). In situ pH modifications have also been 

completed, on the laboratory scale, using an encapsulated phosphate buffer 

(Vanukuru, et al., 1998; Rust, et al., 2000) and further extended so that buffers 

were encapsulated in a pH sensitive coating (Rust, et al., 2002; Flora, et al., 2008; 

Aelion, et al., 2009). Organic compounds have also been the subject of recent 

study on pH control methods and tertiary amines have been invested as a potential 

pH buffer via mineralization of CO2 into carbonate minerals and although the 

application is presented for CO2 sequestration (Steel, et al., 2013).  
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1.5 DELIVERY OF PARTICLE SUSPENSIONS TO THE SUBSURFACE 

Although many studies have found that micro and nano-sized particles can 

successfully supply the active ingredients, including for modifying pH, particle 

delivery and distribution within the subsurface can control effectiveness of these 

remedial efforts. Aqueous suspensions or slurries of unmodified particles tend to 

be unstable, limiting the ability to distribute particles to the subsurface.  Basic 

forms of particle surface modification and particle encapsulation techniques have 

been explored in an attempt to enhance amendment delivery with such additions 

as particle coatings, encapsulation and emulsions. Understanding the mechanisms 

controlling suspension stability, of both unmodified and modified particles, and 

how particle stability and surface characteristics affect the transport of particles in 

the subsurface is important for further improvement of remedial technologies.  

1.6 PARTICLE  SURFACE COATINGS  

Surface modification of nanoparticles can increase control over the 

physical and chemical properties of particles to allow for more targeted use. 

Recently substantial effort has been directed toward understanding surfactants, 

polymers and polyelectrolytes to improve stability and transport of nano- and 

colloid-size particles in the subsurface (e.g., Lowry, et al., 2012; OôCarroll, et al., 

2013; Garner & Keller, 2014) for enhanced control during remedial activities. In 

the realm of environmental remediation, polymers and polyelectrolytes have been 

used to modify nanoparticles to improve colloidal stability and transport in the 
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subsurface, most notably with nanoscale zero-valent iron (nZVI) nanoparticles 

(e.g., via CMC stabilization, although surface coatings have been applied to many 

other types of nanoparticles such as zinc oxide, silver, gold, cerium oxide, 

titanium dioxide, quantum dots, and iron oxides (Lowry, et al., 2012)).  
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Table 1.5: Common nanomaterials and coatings. 

 
Typical capping agents/coatings 

Nanomaterial Inorganic and small organic molecules Synthetic and Organic macromolecules 

Zinc Oxide 
2-mercaptoethanol, triethoxycarprylsilane, 

triethanolamine, acetate 
Polyvinylpyrrolidone (PVP), polysaccharides 

Silver 
Citrate, decanethiol, tannic acid, 

ethylenediaminetetraacetic acid (EDTA) 
Polyethylene glycol (PEG), PVP, Gum Arabic 

Gold 

Citrate, Octanethiol, Cethltrimethyl 

Ammonium Bromide (CTAB), cysteine, tannic 

acid 

Biotin, Bovine serum albumin (BSA), polypeptides 

Cerium Oxide Oleic acid PVP, Poly(acrylic acid)-octyl amine 

Titanium Dioxide Oleic acid Poly(acrylic acid) 

Quantum dots 

(CdSe, CdS) 

Silica (inorganic), zinc sulfide (inorganic), 

citrate, mercaptopropionic acid 
PEG, aminodextran 

Iron Oxide Dodecylamine, oleic acid BSA, Poly(acrylic acid), poly(methacrylic acid), PEG 

Zerovalent Iron (ZVI) Au, Pd, Pt, Ni 
Carboxymethyl cellulose, xanthan gum, polypropylene 

glycol 

Source: Lowry, et al. 2012 
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 Nanoparticles can be successfully stabilized using surfactants by 

overcoming the attractive van der Waal forces between particles (see Section 1.7 

on DLVO Theory); however, surfactant adsorption is reversible and thus 

subsurface transport can be limited as the surfactant desorbs from the particle 

surface. Covalently bonding or physical adsorption of polymers can provide a 

successful and irreversible surface modification. Irreversible surface modification 

of nanoparticles can been completed using various methods such as via ultrasonic 

wave irradiation (Nishida, et al., 2005) or by UV-induced graft polymerization 

(Kim, et al., 2005) to coat nanoparticles with the polymer(s) of interest. 

1.7 DLVO  THEORY  

Derjaguin-Landau-Verwey-Overbeek (DVLO) theory is widely used to 

model the particle aggregation as well as particle-collector interactions when 

considering particle transport in porous media.  DLVO theory calculates the 

forces between two charged surfaces over a varying separation distances. The 

total interaction energy is determined by the sum of the attractive van der Waal 

force (ʌvdW) and the repulsive electric double layer force ʌEDL: 

EDLvdWTotal F+F=F    (1.11) 

Van der Waals force (vdW) can be expressed as: (a) for particle-particle 

interactions (i.e., modeled as two spheres) and as: (b) for particle-planar surface 

(used for nanoparticle-sand grain interactions).  

(a)
)(6 21

21
,

RRs

RAR
spherespherevdW

+

-
=F -   (1.12) 
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(b) 
s

AR
planespherevdW

6
,

-
=F -

   (1.13) 

Where: A is the Hamaker constant [N·m], R, R1, R2 are the radius of the particles 

[m], and s is the separation distance between the surfaces [m]. The attractive force 

increases with increasing particle size but decrease as the separation distance 

increases.  

To assess stability of nanoparticle suspensions, the overall vdW forces between 

two spherical particles can be expressed as (Phenrat, et al., 2007):  
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 (1.14) 

The vdW forces between a spherical particle on the nanoscale and a flat plane can 

be expressed as shown in (Dunphy Guzman, et al., 2006):  

]
)2(

ln
)2(

[
6

,
Rs

s

Rs

R

s

RA
planespherevdW

+
+

+
+

-
=F -  (1.15) 

Electrostatic repulsion between the two surfaces can be described as: 

(a) ]1ln[2
2
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- +=F  (1.16) 
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Where: Ңr is the relative dielectric constant of the liquid, ‐ is the permeability in a 

vacuum (8.99x10
-12

 C
2
J

-1
m

-1
), 

1zis the zeta potential of the particle surface, 
2z is 
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the zeta potential of the collector grain, ə is the inverse Debye length, R is the 

particle radius, and s is the separation distance.  

Electrostatic repulsion (i.e., electric double layer forces, EDL) as a function of 

separation distance between two spherical particles can be determined by the 

following equation (Dunphy Guzman, et al., 2006): 

)21(4 1
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21
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+
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kepe

k

 (1.18) 

Where: q1, q2 are the charge of the particles, and D is the distance between the 

center of the two particles.  

Electrostatic repulsion (i.e., electric double layer forces, EDL) as a function of 

separation distance between a spherical particle and a plane (large collector grain 

is assumed to be best represented as a plane at small separation distances) can be 

determined by the following equation (Dunphy Guzman, et al., 2006): 
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 (1.19) 

Where:
sy , py is the surface potential of the sphere and plane, respectively.  
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The characteristic thickness of the diffuse electrostatic double layer, ə, is defined 

by Equation 1.20. The double layer becomes compressed with increasing ionic 

strength.  

IeN

kT

A

r

2

0

2

ee
k=  (1.20) 

Where: e is the charge of an electron, NA is Avogadroôs number, and I is the ionic 

strength for a monovalent salt. The Debye length ə
-1

 is parameter that changes 

with environmental conditions such as background salt concentration and 

potentially changing pH (due to changes in ionic strength).
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Figure 1.8: Example of a typical energy barrier plot over separation distance to 

help assess colloidal interaction energies using DLVO theory.
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 Total interaction curves typically have a primary and secondary minimum 

with an energy barrier separating the two minimums.  The primary minimum is 

the most stable configuration and the secondary minimum corresponds to a 

separation distance at which the system is kinetically stable.  If the energy barrier 

is overcome, then the charged particles will be able to reside in the primary, 

absolute minimum, at very close separation distances. The total interaction energy 

between two particles (to assess colloidal suspension stability) or between a 

particle and a charged surfaced (to assess colloidal deposition) can be calculated 

over separation distances (d). An example is shown in Figure 1.8.  

 1.7.1 SOLUTION CHEMISTRY EFFECTS ON PARTICLE SUSPENSION STABILITY  

As salt concentration increases, the Debye length ə
-1

 decreases, allowing charged 

particles reach shorter separation distances due to the decreased energy barrier. As 

the separation distance decreases the attractive forces will dominate the system 

decreasing the overall stability of the particle suspension or increasing particle 

deposition. DLVO interaction energy curves change with: 1) particle radius (r); 2) 

ionic strength of the aqueous medium (I); 3) electrolyte type (i.e., monovalent or 

divalent electrolytes); and 4) surface potentials of the particle(s) and the collector

p

s

y

y
.  

The influence of ionic strength on interaction energies is illustrated in Figure 1.9. 

As the ionic strength of the background solution increases the energy barrier to 

reach the primary minimum decreases allowing for increased particle aggregation. 
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Figure 1.9:  Example of the influence of salt concentration on DLVO total 

interaction curves. (Source: Tufenkji & Elimelech, 2005) 
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 Both uncoated and coated particles will be affected by solution chemistry 

(e.g., ionic strength, salt type, solution pH) which alters the stability of a particle 

suspension. Zeta potential values can be loosely used to indicate suspension 

stability and zeta potentials between -20 and 20 mV are typically thought of as 

representing unstable suspensions. For example, the zeta potential of uncoated 

and coated with various stabilizing agents (i.e., citrate, polyvinylpyrrolidone 

(PVP), sodium borohydride (NaBH4) and branched polyethyleneimine (BPEI)) 

silver nanoparticles was measured under two ionic strength and over pH values of 

2 to 10 (El Badawy, et al., 2010).  El Badawy, et al. (2010) found experimentally 

that increasing pH had the strongest effect on zeta potential for the BPEI coated 

particles, where zeta potentials decreases towards zero from around 60 mV with 

increasing pH.  This is expected because BPEI will undergo surface charge 

changes with changing solution pH due to the functional groups present in BPEI.  

A similar trend was seen with the uncoated silver nanoparticles, although to a 

lesser extent; and little or no effect of pH was found to the other coated particles.  

1.8 MECHANISMS OF PARTICLE TRANSPORT  

 DLVO interactions between a particle and a collector grain can be applied 

to understand processes governing particle transport and retention.  Particle 

transport in porous media is governed by three mechanisms: (1) interception; (2) 

sedimentation due to gravity, and (3) diffusion via Brownian motion (Yao, et al., 

1971) as depicted in Figure 1.10. 
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Figure 1.10: Mechanisms of particle transport in porous media. (Source: Yao, et 

al., 1971)
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1.8.1 MECHANISMS OF PARTICLE TRANSPORT: INTERCEPTION, 

 SEDIMENTATION AND DIFFUSION 

 Particle interception in porous media is governed be the relative sizes of 

the suspended particle and the size of the porous media (i.e., interception 

parameter):  

2)(
m

p

d

d
  (1.21) 

Where: dp is the diameter of the particle [L]; and dm is the diameter of the 

collector media [L] .  

Differences in density between suspended particles and the flowing fluid will 

allow for gravitational sedimentation of particle on to solid media (i.e., 

collectors). The controlling parameter for gravitational sedimentation is the 

Stokes settling velocity for a spherical particle as defined as:  

2
)(

18
pfps d

g
v rr

m
-=   (1.22) 

Where: vs is the Stokes settling velocity, g is the gravitational acceleration, ɛ is 

the fluid viscosity, ɟp is the density of the particle, and ɟf is the density of the 

fluid. 

Brownian motion is characterized by the particle diffusivity, defined as, Dp, by 

Einstein:  

p

p
d

kT
D

pm3
=    (1.23)    
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Where: k is the Boltzmann constant (1.38064852x10
-23

 m
2·

kg·s
-2

·K
-1

), and T is 

absolute temperature [K] .  

 1.8.2 MECHANISMS OF PARTICLE ATTACHMENT   

 Although particles may collide with a sand grain collector due to 

sedimentation, interception, or Brownian motion, they may or may not attach to 

the surface due to electrostatic, chemical and hydrodynamic forces occurring 

between the particle and the grain surface (Yao, et al., 1971). Electrostatic 

interactions tend to dominate particle attachment and can be characterized by the 

surface potentials of the particle (ɣp) and the collector surface (ɣm).  It should be 

noted that experimentally, the zeta potential (ɕ) of the surface of interest instead 

of the surface potential itself is often measured and subsequently used in many 

interaction equations as a surrogate for surface charge.  

1.9 PARTICLE TRANSPORT EQUATIONS 

 The 1-d ADR equations can be modified to include straining, deposition 

(attachment) and remobilization (detachment) of particles on the sand grain 

surface to model particle transport in porous media (Tufenkji & Elimelech, 2004). 

If the contribution of a process to particle transport and retention is negligible it 

can be eliminated from the transport and deposition equations.     

 1.9.1 DEPOSITION EQUATIONS 
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 Mathematically, particle deposition needs to be accounted for in both the 

aqueous- and solid-phase transport equations. Total deposition is the summation 

of diffusion, interception, and gravitational effects and is a function of the 

aqueous particle concentration and can also be a function of the maximum 

retention capacity of the porous media. For small particles (i.e., nanoscale 

particles) the diffusion component will account for the majority of particle 

deposition. As particle concentrations in the aqueous phase increase, particle 

retention on the solid grains will increase. The rate at which particles are 

deposited is typically assumed to be first order with respect to aqueous phase 

concentration. The first order deposition rate coefficient, kd, can be calculated 

using the following equation: 

0'
2

)1(3
ha

c

x
d

d

vn
k

-
=   (1.24) 

Where: dc is the diameter of the sand grain collector [L]; Ŭô is the collision 

efficient factor (i.e., the fraction of particles that remain attached to the sand grain 

after a collision) [-]; ɖ0 is the frequency of collisions between particles and sand 

grains.  

 Diffusion, interception, and sedimentation processes are all included in 

calculation of the collision frequency (ɖ0). The frequency of particle-collector 

collisions can be calculated by the following equation: 

GID hhhh ++=0
  (1.25) 
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053.011.124.0125.0675.1052.0715.0081.03/1

0 22.055.04.2 vdwGIARsvdwPeIs NNNNNANNNA
---

++=h   

          (1.26) 

Where: As is the Happel correction factor; NI is the interception number; NPe is the 

Peclet number; Nvdw is the London-van der Waals attractive force number; NG is 

the gravitational number; NA is the attractive number; NR is the aspect ratio.   
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c

p
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d

d
N =    (1.30) 

D

dnv
N cx

Pe

ÖÖ
=   (1.31) 

Where: D is the diffusion coefficient [L
2
·T

-1
] as computed by Stokes-Einstein 

Equation 1.23) and ɛ is the viscosity of the fluid.  

kT

A
Nvdw=    (1.32) 
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Where: k is the Boltzmann constant, T is fluid temperature 

2
12 px

A
rnv

A
N

ÖÖÖ
=

m
  (1.33) 

The theoretical collision frequency can be calculated when values of the particle, 

collector and hydrodynamics of the system are known.  

1.9.2 COLLOIDAL REMOBILIZATION  

 In general, attached particles are assumed only to detach from a collector 

surface due to variations in solution chemistry. Typically, an energy barrier model 

is used to describe the kinetics of colloid detachment where the height of the 

detachment energy barrier (Arrhenius relationship) dictates release rates. Particle 

remobilization consists of two steps, first the colloid must detach from the grain 

surface and then it must diffuse away from the grain surface before getting 

remobilized in the bulk fluid. Thus, mechanistically remobilization can be divided 

into two limiting cases: (1) detachment limited; or (2) diffusion limited 

remobilization. Colloidal remobilization via detachment limited is applicable for 

systems when the rate of detachment is much slower than diffusion; and 

remobilization in a diffusion limited system is when diffusion rates are much 

slower than detachment.  In a diffusion limited system (e.g., hematite-quartz 

system at pH 11 explored experimentally by Ryan and Gschwend (1994)) the 

hydrodynamics of flow in the system will dictate remobilization kinetics. Ryan 

and Gschwend (1994) found that remobilization rates as a function of flow rate 
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(for the system described above) closely followed the theoretical derivation for 

the diffusion rate (i.e., 

3/24/3
3/1

6
Ua

a

kT
k g

cf

r ÖÖ=
pm

where ɛf is the fluid viscosity, ac 

is the radius of the colloid, ag is the radius of the collector grain, U is the pore 

water velocity).  

 1.9.3 INFLUENCE OF WATER CHEMISTRY  

Solution chemistry changes can alter the attachment and detachment behavior of 

colloids since changes in pH and ionic strength modify the electrostatic 

interactions between colloids and the collector surface (i.e., interaction energies as 

described by 1.7 DLVO Theory).  

  1.9.3.1 Particle Attachment 

 The influence of ionic strength on particle transport can be rather 

significant with many experimental and modeling studies focused on quantifying 

the effects of changing ionic strength. As given by DLVO theory, an increase in 

ionic strength decreases the thickness of the double layer, resulting (in general) in 

increased particle retention. Particle deposition is greatly affected by background 

salt concentration and at high salt concentrations, deposition is considered to be a 

fast reaction and reaches a constant maximum rate; at lower salt concentrations 

the deposition rate becomes a function of salt concentration and type (Grolimund, 

et al., 2001).  Particle deposition can also dependent on salt type (i.e., monovalent 

versus divalent ions) with deposition occurring at a much lower background ion 
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concentration with divalent ions present versus monovalent (Grolimund, et al., 

1998). Saleh, et al. (2008) and Bradford, et al. (2012) employed an empirical 

relationship between the ionic strength of the system and the sticking coefficient 

or deposition efficiency, Ŭ (Ŭ is fraction of particle-solid collisions that result in 

particle deposition). Ionic strength changes can also affect the surface charge on 

both the particle of interest as well as the porous media surface. Saleh, et al. 

(2008) found that the zeta potential of nZVI became less negative (note this trend 

is system specific) as the ionic strength increased via additions of sodium and 

calcium ions, respectively.  

  1.9.3.2 Particle Detachment 

 Additionally, increasing pH has been found to release attached colloids 

from natural sediments until the increasing ionic strength (due to increasing pH) 

starting to increase particle attachment to the point where it become the dominant 

mechanism (Bunn, et al., 2002).    

 Ryan and Gschwend (1994) found that the surface potential of the charged 

colloids was not well represented by the zeta potential especially under high ionic 

strength and high surface charge and instead used a surface complexation/double 

layer method to calculate the surface potentials.   Also, the surface potential of 

mineral oxides as a function of pH can be estimated by using the Nernst Equation: 

)(
303.2

,,0 pHpH
e

kT
izpci -=Y    (1.34) 
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Where: pHzpc,i is the pH at the point of zero charge for the mineral oxide of 

interest.  

 1.9.4 STRAINING EQUATIONS 

 Physically straining of particles on porous media can become an important 

process affecting particle transport and retention. For particles sizes approaching 

the magnitude of the pore throats of the porous media, the effect of straining 

becomes increasingly important for modeling transport behavior. If particles, 

colloids, or droplets are injected into a porous media with a similar characteristic 

size, a reduction in porosity and aquifer permeability can occur to partial or full 

clogging of the particles in the porous media.  If clogging occurs, the average pore 

size (or throat size) is reduced, thus decreasing the overall aquifer permeability 

and creates increased pressure gradients. 

by -+
= )()(

50

50

d

xd
xstr

   (1.35) 

Where: ɓ is a fitting parameter as defined in Bradford et al. (2003) to fit the shape 

of the retention profile, where straining effects are greatest near the column inlet.  

max

max

S

SS
att

-
=y   (1.36) 

Where: Smax is the maximum solid phase concentration [M·M
-1
].  

 These effects of clogging can have a great influence on the transport and 

retention behavior of the particles or droplet. Clogging is typically experienced in 
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the waste water sector with deep bed filtration methods used to improve water 

quality by removing solids from the liquid stream (e.g., slow and fast sand 

filtration) with these filters require backwashing  processes to remove the buildup 

for solids to allow for continued fluid flow over time.  

1.10 PARTICLE TRANSPORT MODELS 

 Transport and deposition of colloidal particles in porous media has been 

widely studied with various models used to describe particle behavior. Particle 

transport models based from the adjective-dispersion reaction equations with 

additional processes (i.e., particle attachment, remobilization, straining) to help 

describe specific aspects of transport behavior, routinely used to describe 

nanoparticle transport. Particle transport can exhibit a wide range of deposition 

behavior from hyper-exponential retention profiles, attributed to aggregation of 

particles depositing near the column inlet, to linearly decreasing, to nonmonotonic 

or monotonically increasing retention profiles (Goldberg & Scheringer, 2014).  
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Table 1.6: Particle Transport Models. 

Model Processes 

Modeled 

Governing Mass Balance Equation Fitted 

Parameters 

References 

Colloid filtration 

theory (CFT) 
Deposition 

*

t

S

nSx

C
v

t

C

w

b
x

µ

µ
-

µ

µ
-=

µ

µ r
  (1.37) 

Ck
t

S

nS
d

w

b =
µ

µr
                   (1.38) 
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c

w
d v

d

nS
k

-
=        (1.39) 

 

Ŭ 

 

Yao, et al., 1971; 

Tufenkji & 

Elimelech, 2004 

 

 

Dual deposition 

mode CFT 

Fast Deposition 

 

Slow Deposition 

  

*

t

S

nSx

C
v

t
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w
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µ
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µ

µ
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µ
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t

S

nS
sdfd

w
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                                            (1.40) 

 

Ὢ 
kd,f 

kd,s 

Tufenkji & 

Elimelech, 2004; 

Tufenkji & 

Elimelech, 2005;  

Foppen, et al., 2007 

Single-site 

deposition 

remobilization 

Deposition 

 

Remobilization 

 

*

t

S

nSx

C
v

t

C

w
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deposition 
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Schijven, et al., 2002 
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Single-site 

deposition 

remobilization 

and blocking 

Deposition 

 

Remobilization 

 

Langmuirian 

blocking 
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Elimelech, 1995; 
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Single-site 

deposition 
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and depth-

dependent 

retention 

(straining) 

Deposition 

 

Remobilization 

 

 Straining 

t

S

nSt

C
v

x

C
D

t

C

w

b
xh

µ

µ
-

µ

µ
-

µ

µ
=

µ

µ r
2

2

 

Sk
nS

Ck
t

S

nS
r

w

b
sd

w

b r
y

r
-=

µ

µ

 
by -+

= )()(
50

50

d

xd
xs

 

kd 

kr 

ɼ 

 

Johnson & 

Elimelech, 1995; 

Bradford, et al., 

2003; Bradford, et 

al., 2004; Gargiulo, 

et al., 2007 
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Bradford, et al., 

2003; Gargiulo, et 

al., 2007;  

Kasel, et al., 2013 

Reproduced after that appearing in Goldberg & Scheringer (2014)
 

*
n is replaced with n·Sw  

Where: C is the aqueous particle concentration [kgĀm
-3
]; S is the solid phase concentration [kgpartĀ kgsoil

-1
]; vx is the pore water 

velocity [mĀs
-1
]; t is time [s]; x is the distance from column inlet [m]; ɟb is the bulk density [kgĀm

-3
];  Dh is the longitudinal 

dispersion coefficient [m
2
·s

-1
]; n is the porosity [-]; Ŭ is the attachment efficiency [-];Ŭf, Ŭs is the fast, slow attachment efficiency [-

]; ff, fs is the particle population fraction associated with Ŭf, Ŭs [-];ɖ0 is the single-collector contact efficiency [-];kd, kd,2 is the 

primary/secondary site deposition rate constant [s
-1
]; kr, kr,2 is the primary/secondary site remobilization rate constant [s

-1
]; ɣb is 

the Langmuirian blocking function [-]; ɣs is the depth dependent retention function [-]; kd,f, kd,s is the rate constant of deposition 

associated with Ŭf, Ŭs, respectively [s
-1
]; ɓ is the empirical depth-dependent retention parameter [-] 
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1.11 ENCAPSULATION  OF ACTIVE INGREDIENTS  

Solids, liquids and gases have been encapsulated to control release or 

shield the core from the external environmental conditions. Encapsulation is 

widely used for pharmaceutical delivery with chitosan-alginate microcapsulation 

commonly used for encapsulation of a variety of biologically active structures 

(e.g., proteins, enzymes, cells, etc.) partly because of it is biodegradable and non-

toxic (Silva, et al., 2006; Luo, et al., 2014). Chitosan-alginate has been used to 

encapsulate nZVI aimed at remediation of Pb (II).  Microbead encapsulation of 

bacterial in gellan gum (16-53 µm diameter) has been investigated for use in 

subsurface bioremediation of gasoline contamination (Moslemy, et al., 2002). 

Encapsulation of the bacteria provided a physical barrier between the bacteria and 

toxic hydrocarbons present, resulting in more effective degradation rates by 

decreasing the bacteria adaptation timeframe to the subsurface conditions. 

Laboratory column experiments investigated the subsurface transport and 

retention of the gel-encapsulation microbeads (10-40 µm diameter) finding that 

effective transport and retention could be completed in sandy porous media to 

create sufficient a bioaugmentation zone (Moslemy, et al., 2003). TCE oxidation 

via potassium permanganate (KMnO4) was completed by slow release from 

microcapsules (60-2000 µm diameters) with either a single or multiple KMnO4 

grains cores encapsulated with various polymers (Ross, et al., 2005).  

Solid acidic phosphate (K2HPO4 phosphate buffer) was encapsulated with 

a pH-sensitive polymer (Eudragit
TM

 S-100 methacrylic acid polymer) that 
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degrades when the pH is greater than 7 to decrease pH during denitrification 

(Vanukuru, et al., 1998; Rust, et al., 2000; Rust, et al., 2002). A stochastic model 

using a Monte Carlo analysis was employed to account for a distribution of mass 

loading in the macrocapusle core as well as the mass of the polymer wall to 

describe the release kinetics. Aelion et al. (2009) encapsulated the same 

phosphate buffer but here in a pH- sensitive polymer (Eudragit® E-PO) that 

degrades under acidic conditions, allowing for control of acidic groundwaters. Liu 

et al. (2008) used similar macrocapsules (here, 1.3 cm diameter, 80% Eudragit
TM

 

S-100 methacrylic acid polymer) containing an acidic phosphate buffer 

(Ca(H2PO4)2) for pH control. The release kinetics from said macrocapsules in a 

batch system was successfully modeled using a first order rate expression (that 

varies with pH) with respect to the mass of polymer and equilibrium chemistry 

that included the possible complexation and precipitants with calcium and 

phosphate (Liu, et al., 2008). However, due to the large size of the microcapsules, 

the microcapsules could only be employed in the subsurface in the form of a line 

or point source addition.
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Table 1.7: Summary table: particle surface modifications for environmental remediation applications. 

Surface Modification Core Application Reference 

Poly(methacrylic acid)-

poly(methyl methacrylate)-

poly(styrenesulfonate) 

(PMAA-PMMA-PSS) 

nZVI Increase colloidal suspension stability for 

enhanced subsurface delivery. 

Polymer coating designed to transport to oil-

water interface. 

Saleh et al., 2005 

Olefin-maleic acid copolymer nZVI Increase colloidal suspension stability for 

enhanced subsurface delivery to target 

entrapped NAPL. 

Phenrat et al., 2011 

Poly(styrene sulfonate) (PSS), 

Carboxymethyl cellulose (CMC), 

Polyaspartate (PAP) 

nZVI Use anionic polyelectrolytes to decrease 

aggregation and sedimentation of nZVI 

Phenrat et al., 2008 

Gellan gum Bacteria Encapsulation of bacteria to physically shield 

consortium from toxic contaminants 

Moslemy et al., 2002 

Waxy polymer blends (e.g., Boler 

wax, Piccolyte resin S115, Epolene 

C-16) 

KMnO4 Slow release of KMnO4 for TCE oxidation Ross et al., 2005 

Eudragit
TM

 S-100 methacrylic acid 

polymer 

KH2PO4 pH control during denitrification via the pH-

sensitive polymer encapsulation 

Vanukuru et al., 1998, 

Rust et al., 2000, Rust et 

al., 2002 

Eudragit® E-PO K2HPO4 pH control of acidic groundwater using a pH-

sensitive polymer macrocapsule 

Aelion et al., 2009 

Eudragit
TM

 S-100 methacrylic acid 

polymer 

Ca(H2PO4)2 pH control using a pH-sensitive polymer 

macrocapsule 

Liu et al., 2008 

Alginate microcapsules (with Span 

85) water-in-soybean oil 

microemulsion 

nZVI Removal of Pb(II) contamination Luo et al., 2014 

Corn oil, Span 85 (nonionic 

surfactant) oil-in-water emulsion 

ZVI Enhanced subsurface delivery of ZVI particles 

using an oil-in-water biodegradable emulsion 

Quinn et al., 2005 

Soybean oil-nonionic surfactants 

(Span 80/oleic acid)- water 

emulsions 

Coated RNIP Enhanced subsurface delivery of surface 

modified ZVI particles using an oil-in-water 

biodegradable emulsion 

Berge and Ramsburg, 

2009 
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1.12 OIL -IN-WATER EMULSION S  

Emulsions are widely utilized in the food, medical and pharmaceutical 

industries to encapsulate, deliver, and release active ingredients. Emulsions are 

created by stabilizing a mixture of two or more immiscible fluids (e.g., water and 

oil) with a stabilizing agent such as a surfactant that typically form spherical 

droplets of one phase in the other. Many types of emulsion systems can be created 

such as conventional emulsions (i.e., oil-in-water (o/w); water-in-oil (w/o) 

emulsion); multiple emulsions (i.e., water-in-oil-in-water (w/o/w) emulsion); solid 

liquid particles; and hydrogels) (McClements, et al., 2007).  

The emulsion droplets characteristics determine the bulk emulsion 

properties and thus the transport behavior of the emulsion as well as the release 

behavior of the encapsulated ingredients. Important droplet properties of the 

emulsion include: droplet concentration, droplet size distribution, droplet charge 

(e.g., surface charge, zeta potential), and properties of the droplet interface (e.g., 

interfacial tension, surface active species), all of which can affect the release rate 

and extent of active ingredients from the emulsion.  Bulk emulsion properties 

including viscosity and emulsion stability play a role in emulsion transport.  

Emulsions have been used in environmental remediation as means of: (a) 

mobility control due to the viscous nature of many emulsions (e.g., Costa & Lobo, 

2001; Zhong, et al., 2011);  b) enhanced contaminant recovery (e.g., Kwon, et al., 

2005, Lee, et al., 2007) and as a contaminant stabilization technique (e.g., Fox & 
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Medina, 2005); c) as an amendment itself to promote remedial events such as 

contaminant biodegradation (e.g., Borden, 2007); and d) as a delivery vehicle to 

provide active ingredients to the subsurface (e.g., Berge & Ramsburg, 2009; Shen, 

et al., 2011; Ramsburg, et al., 2003). 

1.13 EMULSIONS FOR MOBILITY CONTROL  

 To combat issues of incomplete spatial amendment delivery, viscous 

fluids, first widely applied in the enhanced oil recovery sector, have been used to 

aid in successful subsurface delivery in heterogeneous porous media. Mobility 

control techniques involve forcing viscous solutions to flow through both low and 

high permeability regions by increasing pore pressures such that cross-flow 

occurs (Jackson, et al., 2003). Polymers and surfactants can be added to aqueous 

solutions to increase the viscosity to aid in NAPL mobilization.  Many viscous 

fluids can be directly injected to help provide a more thorough ñsweepò of 

remedial amendments to the subsurface such as: emulsified oils, emulsions, liquid 

suspensions, polymer solutions, and molasses. Oil-in-water emulsions provide 

mobility control via a different mechanism than viscosity difference between 

phases, by capillary driven mobility control- the trapping of oil droplets in the 

pore throats of the porous media that creates flow bypass due to altering local 

pressure gradients (Cobos, et al., 2009; Guillen, et al., 2012) .  The capillary 

number (i.e., the ratio of viscous forces to surface tension) can be used to 

determine the ability of an emulsion for mobility control. Capillary number is 

calculated as:  
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c

xcvCa
s

m
=      (1.48) 

Where: ɛc is the viscosity of the continuous phase, vx is the pore water velocity; 

and ůc is the surface tension of the continuous phase. Guillen, et al. (2012) found 

that at low capillary numbers emulsions provided mobility control.  

Unlike for oil recovery where the intent is to mobilize DNAPL from the 

subsurface, viscous fluids can also be used to help ensure contact between the 

additives injected and the contaminants in heterogeneous media. For example, 

mobility control using solutions of xanthan polymers can be used to provide 

amendments for enhanced bioremediation to lower permeability regions to help 

limit contaminant rebounding via diffusion (Jackson, et al., 2003) or for delivery 

of the chemical oxidant sodium permanganate (NaMnO4) for TCE removal in a 

heterogeneous media (Kananizadeha, et al., 2015). Uniform delivery of remedial 

amendments has been accomplished using emulsions, foams, and shear thinning 

fluids in highly heterogeneous media in both saturated and unsaturated zones 

while limiting contaminant mobilization (Zhong, et al., 2008) (Zhong, et al., 

2011). Foams (as oil-in-water emulsions) can also be utilized for mobility control 

by clogging up the low permeability zones to re-direct flow through higher 

permeability regions (Li, et al., 2010). 



 

#ÈÁÐÔÅÒ υȡ "ÁÃËÇÒÏÕÎÄ 

61 

1.14 EMULSIONS FOR ENHANCED CONTAMINANT SOLUBILIZATION  

AND STABILIZA TION  

Surfactant enhanced solubilization is a widely known remediation 

technique for NAPL; however, has some limitations (e.g., high cost and loss of 

surfactant to uncontaminated subsurface regions) (Sabatini, et al., 1996). The 

injected surfactant is able to decrease the interfacial tension between the 

hydrophobic contaminant and the aqueous phase making it more water soluble 

and in some cases creating microemulsions (i.e., a thermodynamically stable 

emulsion) to aid in contaminant removal. Above the critical micelle concentration 

(CMC), colloidal sized micelles will be formed with a hydrophobic (i.e., oil) 

interior surrounded by surfactant molecules allowing organic contaminants to 

partition into the micellar core and making the micelles themselves water soluble 

(Shiau, et al., 1994)- this system is deemed a Winsor Type I. When the 

proportions of the oil and water phases are similar (i.e., a Winsor Type III system) 

microemulsions can be formed allowing for increased removal efficiencies 

through ultralow interfacial tensions. If the ratio of oil to aqueous phase is high 

then reverse micelles will be formed creating a Winsor Type II condition (i.e., 

hydrophilic interior and oil exterior) increasing water solubilization in the 

hydrophobic phase (Winsor, 1948; 1954). In addition to phase ratios, micelle 

formation is also affected by other factors such as surfactant type and 

concentration, hydrophobic chain length, temperature, and salt concentration.  
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Contaminant solubilization can also be enhanced with the addition of an 

emulsified hydrophobic phase; for example up to 11,000 ppm of TCE or 18,000 

ppm of PCE was found to be adsorbed into an emulsion and subsequently flushed 

out of a column with a 2% (v/v) oil-in-water emulsion (corn and olive oils) 

without generation of a contaminant NAPL phase while still removing more than 

98% of the emplaced contaminant mass (Lee, et al., 2007).  Kwon et al., (2005) 

also successfully removed DNAPL contaminants through enhanced solubilization 

with 0.5-2% (v/v) silicone oil emulsions. Contaminant-NAPL migration is a 

concern with surfactant and emulsion remediation technologies and mobilization 

should be investigation when adding additional NAPL to the subsurface (Pennell, 

et al., 1996).   

One characteristic of hydrophobic edible oils (typical material of oil-in-

water emulsions) to note is their ability to sequester aqueous phase contaminants 

(e.g., chlorinated solvents, and their degradation daughter products (i.e., PCE, 

TCE, cis-DCE, and VC)), into the oil-NAPL phase. An experimental study found 

that food-grade soybean oil had oil: water partitioning coefficients (Kp) to be from 

22 to 1200 for PCE down to VC (Pfeiffer, et al., 2005).  Contaminants with low 

aqueous solubility (e.g., chlorinated solvents) will undergo reversible partitioning 

back into the NAPL source zone phase present (Ramsburg, et al., 2010). 

Sequestration of such contaminants into NAPL can reduce mobile, aqueous 

contaminant levels in the groundwater significantly, thus affecting reducing the 

available contaminant mass for degradation. Partitioned contaminants into the 
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emplaced edible oil phase will be re-released from the oil phase as the oil 

degrades and must be taken into account in a remediation plan. For example, neat 

SBO was directly injected via injection wells at an industrial field site; down 

gradient monitoring indicated that initially the chlorinated solvents present 

partitioned into the SBO and slowly dissolved back out into the groundwater over 

time where the contaminates underwent reductive dechlorination (Borden & Lee, 

2002).  

1.15 EDIBLE OILS AS AMENDMENTS FOR ENHANCED 

BIOREMEDIATION   

Edible oils are widely used to promote anaerobic degradation that aid in 

degrading many types of subsurface contaminants such as: perchlorate, 

explosives, dissolved metals, nitrates, sulfates, and chlorinated solvents. Injection 

of edible oil can be done by injecting a neat NAPL phase or by creating a water-

in-oil emulsion (e.g., vegetable oil, emulsified vegetable oil, emulsified edible oil, 

etc.) to provide substrate and create anaerobic conditions to aid in microbial 

degradation (Air Force Center for Engineering and the Environmental , 2007). 

Oil -in-water emulsions (e.g., of commercially available products: EOS® (Borden 

& Lee, 2004; Borden & Lee, 2009)) are used to provide long-term support for 

sustained subsurface anaerobic biodegradation for a variety of contaminants such 

as: nitrate (Hunter, 2001); chlorinated solvents (Long & Borden, 2006; Borden & 

Rodriguez, 2006; Lee, et al., 2007; Hiortdahl & Borden, 2014; Harkness & Fisher, 

2013); explosives (e.g., TNT) (Fuller, et al., 2004); perchlorate (Hunter, 2002); 



 

#ÈÁÐÔÅÒ υȡ "ÁÃËÇÒÏÕÎÄ 

64 

acid mine drainage (i.e., sulfate and heavy metals) (Lindow & Borden, 2005); 

Uranium (Watson, et al., 2013) and even herbicides (e.g., Atrazine) (Hunter & 

Shaner, 2009) by supplying sufficient long-term electron donor derived from a 

carbon source or immobilizing the contaminant. The edible oil(s) (e.g., soybean 

oil) contained in the oil-in-water emulsion provide a slow release of carbon to 

promote contaminant degradation. Electron donor can be added to the subsurface 

in a variety of forms such as acetate, lactate, glucose, and hydrogen to promote 

aerobic contaminant degradation.  Acid mine drainage containing sulfate (SO4
2-

 ) 

and heavy metals were significantly reduced when emulsified soybean oil was 

injected into column experiments along with additional amendments including 

ammonium phosphate dibasic ((NH4)2HPO4), microbial inoculum, molasses, and 

yeast extract (Lindow & Borden, 2005). The degradation of neat PCE-NAPL was 

able to enhanced by flushing of emulsified edible oil for electron donor, colloidal 

Mg(OH)2 buffer for pH control, and inoculum to supply the microbial 

consortiums (Hiortdahl & Borden, 2014). Many studies have investigated the 

potential of using either neat edible oil or emulsified oil to provide electron donor 

to the subsurface, both with and without additional amendments injections, for 

enhanced bioremediation without attempted to delivery additional amendments 

held within the oil phase (Hunter, 2002; Coulibaly & Borden, 2004; Fuller, et al., 

2004; Lindow & Borden, 2005; Coulibaly, et al., 2006; Borden, 2007).  

1.16 EMULSIONS USED TO DELIVER  REMEDIAL AMENDMENTS   
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Macro emulsions have been employed to deliver remedial amendments to 

the subsurface (Berge & Ramsburg, 2009; Ramsburg, et al., 2003). Amendment 

stability, delivery and transport can be enhanced through an emulsification 

process. Oil-in-water emulsions containing food grade biodegradable oil and a 

stabilizing agent have been created to improve delivery of amendments (e.g., 

ZVI) to subsurface (e.g., Berge & Ramsburg, 2009; Quinn, et al., 2005). Shen et 

al. (2011) have investigated delivering of amendments, in the form of 

nanoparticles, held within foam for remediation. The authors found that the 

transport of surrogate latex microspheres when held within surfactant foams was 

significantly enhanced compared to an injected suspension of microspheres 

through the vadose zone. 

1.17 EMULSION STABILITY   

Emulsions are only kinetically stable- thermodynamically the interfacial 

area between the two phases present in an emulsion want to be at a minimum (i.e., 

phase separation). The use of emulsifiers and stabilizing agents will decrease the 

interface tension between phases allowing for the emulsion to stable over longer 

periods of time by inhibiting droplet coalescence (e.g., by creating a physical 

barrier/film to coalescence at the interface), increasing the energy barrier to reach 

the primary energy minimum, or enhancing stability via steric stabilization.  

Emulsion stability is often assessed using DLVO theory to determine the total 

interaction energy between emulsion droplets. See equations in DLVO theory 

section. Ionic strength, temperature (because of the influence on interfacial 
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tension), pH (i.e., surface charge and interfacial tension dependence on pH) and 

surface active agents all play a role in emulsion stability (Kokal, et al., 1992). 

McAuliffe (1973) found that by adding NaOH (i.e., changing the pH) to the 

aqueous phase of a highly concentrated emulsion (70% oil), the droplet size 

distribution varied due to the neutralization of surface active acids. The author 

found that the droplet size decreased with increasing NaOH, thus increasing 

emulsion stability.    

1.18 MODELING EMULSION TRANSPORT IN POROUS MEDIA  

For dilute stable emulsions, researcher have found that transport through 

porous media is typically characterized by the following attributes: (1) 

monotonically permeability decrease over the course of emulsion injection; (2) 

droplets are retarded, eluding later than at one pore volume; (3) permeability 

reduction increases with increasing droplet size-pore size ratio; (4) increase in 

flow rate tends to increase reduction of permeability; (5) steady state conditions 

are reached over time; and (6) if the emulsion is followed by a water flush, 

emulsion droplets will elute for about one pore volume but the original 

permeability reduction will persist (McAuliffe, 1973; Devereux, 1974b; Alvarado 

& Marsden, 1979; Soo & Radke, 1984a).  

 Three models have been formulated to explain the transport behavior of 

oil-in-water emulsions in porous media: (a) continuum bulk viscosity model; (b) 

droplet retardation model; and (c) a modified filtration model. 
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 1.18.1 BULK VISCOSITY MODEL 

For concentrated emulsions, a simple bulk viscosity model was developed by 

Alvarado & Marsden (1979) based on Darcy lawôs that can be modified for 

viscous fluids if needed (i.e., for non-Newtonian fluids). Darcyôs law that can be 

utilized for Newtonian fluids is shown in Equation 1.49. 

Pq Ð
-
=
m

k

  (1.49)  

Where: q is the Darcy flux [L/T]; ə is the intrinsic permeability of the media [L
2
]; 

ɛ is the fluid viscosity [Pa·T]; ɳ0 is the pressure gradient vector [Pa·L
-1

].  

 This model treats the flowing emulsion as a single continuous phase 

instead of handling droplet transport and thus does not predict any loss of mass to 

the porous media in the form of droplet retention. This model does not consider 

any permeability loss- predicting emulsion breakthrough occurring at one pore 

volume after injection. The bulk viscosity model can be applied to both 

Newtonian and non-Newtonian fluids where it is assumed that emulsions follow 

Newtonian behavior at concentrations below 50% oil (Kokal, et al., 1992). Many 

models exist for flow of non-Newtonian fluids in porous media that use a 

relationship to describe how viscosity changes with shear stress (e.g., power law 

model, shear thinning models, etc.).  

 For dilute emulsions (i.e., Newtonian fluids) the value of viscosity has 

only minor effects on emulsion transport (3 µm droplet size) in porous media.  
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Kokal, et al. (1992) found that emulsion transport was similar for emulsions with 

comparable droplet sizes but having an order of magnitude difference in viscosity. 

 1.18.2 DROPLET RETARDATION MODEL 

 Conceptually the droplet retardation model assumes that droplets larger 

than pore throats will undergo deformation in order to squeeze through a pore 

contraction.  Any permeability losses due to droplet deformation will be reversed 

once water is flushed in the system (Kokal, et al., 1992).  As a droplet encounters 

a pore constriction the velocity of the moving droplet decreases (as compared to 

the continuous phase due to capillary resistance) resulting in permeability loss. 

When a droplet is held in the porous media by straining, if enough permeability 

change occurs around the strained droplet it can be re-suspended squeezed 

through the blocked pore throat or the droplet can be broken up into smaller 

droplets that can pass through the pore throat. Breaking up of droplets during 

transport in porous media will change the distribution of droplet sizes from the 

influent to the effluent.   This model can only account for retardation in emulsion 

transport and reversible permeability losses but cannot account for any droplet 

retention onto the porous media.
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Figure 1.11: Influent and effluent droplet size distributions. 

(Source: Soo & Radke, 1984a) 

Figure 1.12: Effect of droplet size on permeability reduction. 

(Source McAuliffe, 1973) 
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Hofman & Stein (1991) found significant permeability loss (reduction down to 

35% of initial permeability) when flowing a 1% (v/v) stabilized emulsion (droplet 

size approx. 5-9 µm) through glass beads (grain size 40-60 µm).  Cobos et al. 

(2009) described emulsion flow by droplet blockage of pore throats to describe 

the flow of oil-in-water emulsions in capillary tubes. 

   1.18.3 FILTRATION MODEL 

 Adaption of the deep bed filtration model has been applied to dilute 

emulsion transport most notably by Soo & Radke (1984, 1986) where emulsion 

droplets can be retarded via straining as well as interacting with the porous media 

allowing for droplet capture and remobilization (i.e., principles of colloid 

transport and retention). However, there are some notable difference between 

emulsion droplet transport and traditional particle transport. For example, changes 

in local permeability alter flow paths in emulsion transport when the droplet sizes 

are of similar scale to pore diameters; in typical particle transport models the 

alteration of local permeability is often negligible and disregarded. Soo & Radke 

(1984) define two droplet retention regimes to enhance the mechanistic view of 

droplet transport in porous media; the first regime is when droplets are captured 

predominately via straining and the second via interception mechanisms. The rate 

of droplet capture via straining has been found to be directly proportional to the 

flow rate and can be described by a straining filtration theory for deformable 

drops. Soo & Radke (1984, 1986) derive mathematical expressions for filtration 

modeling of dilute emulsion droplets with the assumption that emulsions are one 
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droplet size (although the model can be updated to include a distribution of 

droplet sizes) but that the porous media has a range of grain sizes and pore 

throats. This model handles the transient changes in permeability and local flow 

redistribution that affect deformable droplet transport using three parameters: a 

filter coefficient, a pore flow redistribution factor, and a local flow restriction 

factor. 

 1.18.4 DROPLET SORPTION MODELS 

 The oil droplets of the oil-in-water emulsions will be retained on porous 

media depending on the affinity and capacity of the droplets for the subsurface 

materials as well as properties of the groundwater flow. Coulibaly and Borden 

(2004) found that oil droplet retention is proportional to the clay content in the 

soil, with increasing retention in higher clay porous media.  Clayton and Borden 

(2009) modeled oil droplet retention to solid particles using a rate-limited 

isotherm to describe the ñreaction termò in the standard advection-dispersion-

reaction (ADR) transport equation through the equilibrium concentration (C
*
) in 

the linear driving force model for mass transfer being defined as the standard 

aqueous phase expression (Equation 1.50) and the solid phase concentration is 

then determined by the following equation:  

)( *CC
nS

K
t

S

b

w
m -=

µ

µ

r
   (1.50) 

Where: Km is the liquid-solid mass transfer rate and C
*
 is defined as: 
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1
121

* )( --= SKKKSC    (1.51)  

Where: K1 is the Langmuir binding constant [L
3
·M

-1
] and K2 is the maximum 

sorption capacity [M·M
-1

]. The authors used this modeling method to predict oil 

retention in a 3-d heterogeneous domain with previously calibrated sorption 

isotherm parameters and mass lumped transfer coefficient.  

 1.18.5 VISCOUS FINGERING 

 Density and viscosity differences between two fluids (regardless if fluids 

are fully miscible or immiscible) in porous media can create instabilities in flow.  

When a less dense and/or less viscous fluid is injected after a more dense/more 

viscous fluid, the less viscous solution tends to penetrate the other fluid causing 

ñviscous fingeringò (Homsy, 1987). 
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Figure 1.13: Example of viscous fingering of a less viscous solvent into a more 

viscous oil phase. (Source: Koval, 1964)
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 Viscous fingering alters the flow front making the standard assumptions of 

transport being dominated by advective and dispersive forces invalid at the front 

between the two fluids.  For miscible fluids, the effect of viscous fingering on 

transport can be accounted for using averaged models or with direct numerical 

simulations of the physical fingering process (e.g., Koval, 1963; Sorbie, et al., 

1995).  

  1.18.5.1 Koval averaging method  

 The first averaged model was developed by Koval (1963) where the 

average solvent concentration in the fingers is denoted, C  with the solvent 

fractional flow of the total volume )(Cf  modeled assuming viscous fingering 

growth is linear with time. Several models have been used to describe the 

fractional solvent flow )(Cf  (e.g., Koval, 1963; Todd & Longstaff, 1972, etc.). 

The Koval (1963) model is widely used due to the model simplicity (e.g., Sorbie 

et al., 1994; Tchelepi, 1994).  

 The flow front where vicious instability occurs (i.e., where a less viscous 

solution is penetrating into the more viscous solution) can be derived from a 

material balance (Koval 1963). In the work of Koval, the less viscous phase is 

deemed the solvent displacing phase; and the more viscous, the resident phase. 

When addressing displacements involving oil-in-water emulsions, the emulsion is 

typically the more viscous phase, though it should be recognized that the viscosity 

of either phase can be manipulated using thickening agents such as xanthum gum.  
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Cd

Cdf

PVD

)(1
=    (1.52) 

Using the expression for fractional solvent volume as defined by Koval (1963) the 

equation can be rewritten in terms of )(Cf  

CK

CK
Cf

)1(1
)(

-+
=   (1.53) 

Where the derivative with respect to )(C  is: 

2))1(1(

)(

CK

K

Cd

Cdf

-+
=   (1.54) 

Since C  is difficult to determine experimentally, it can be eliminated from the 

equation and instead written in terms of )(Cf  and PVD by plugging and 

rearranging in resulting in:  

1
)(

-

+

-=
K

PV

K
K

Cf D   (1.55) 

Since pore space is either occupied by solvent or oil (i.e., 1=+ RD ff ); the 

fractional flow in terms of fR can be described for 
K

PVD

1
¢  and KPVD > , as: 

2
1

1

)(1 +
-

+

=-=
K

PV

K

Cff D

R
 (1.56) 
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The mobility ratio, M, is defined as the mobility of the displacing phase compared 

to the mobility of the displaced phase. The mobility ratio is widely used in 

engineering literature to determine the resistance to flow at a given fluid 

saturation. 

D

R

R

D

k

k
M

m

m
=   (1.57) 

Where: kD ,kR are the relative permeability of the less viscous displacing solution 

and the more viscous resident phase, respectively; µD , µR  are the viscosity of the 

displacing and resident phases, respectively.  

Typically it is assumed that relative permeabilites are equal and constant; 

simplifying the mobility ratio to the ratio of the solution viscosities.  

However, mixing occurs at the displacing front between the solvent and 

the oil and thus an effective mobility ratio, E, is needed to correct for this mixing 

font. Koval (1964) examined experimental data acquired from Blackwell, et al. 

(1960) and estimated the mixing ratio was approximately 78% displacing fluid 

and 22% displaced or resident fluid in heterogeneous systems that limit flow 

effects. Thus, Koval computes the effective mobility ratio, E, as: 

425.0 ]22.078.0[ ME +=    (1.58) 
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Koval also applies a heterogeneity factor, H, to account for channeling and 

dispersion effects and alludes to the fact that H may be a property of the porous 

media and independent of the mobility ratio.  

EHK Ö=   (1.59) 

 Transport can then be modeled in the fingering region as the spatial 

average solvent concentration, C . However, it should be noted that since C  is 

the spatial average solvent concentration it is directly comparable to experimental 

results but not directly applicable when considering other mechanisms affecting 

transport behavior (e.g., attachment, detachment, straining processes) since these 

processes occur based on the actual concentration, C, not the averaged 

concentration, C .  When the dispersed phase of the emulsion is conceptualized as 

a solute (as in colloid filtration theory), viscous instabilities manifest as dispersive 

mixing. In fact, the Koval model has be directly linked to solute dispersion by 

relating the flux averaged expression to the analytical solute transport solution to 

produce an empirical expression describing instabilities as dispersive mixing 

(Flowers and Hunt, 2007). 

  Viscous effects were incorporated by adapting the method of Flowers and 

Hunt (2007) which relates viscous mixing to effective dispersion.  Koval (1963) 

described the normalized effluent concentration resulting from viscous fingering 

using Equation 1.60.  
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1

)(

0 -Ö

Ö
-Ö

=
HE

PV

HE
HE

C

PVC DD
   (1.60) 

Where: C is the effluent concentration during displacement [M·L
-3

]; PVD is the 

volume of displacing fluid introduced normalized by the pore volume of the 

medium [-]; C0 is the initial concentration of the viscous (i.e., resident) solution 

[M·L
-3

]; and H is a heterogeneity factor [-] to account for channeling and 

dispersion (i.e., physical heterogeneities).  
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Figure 1.14: An illustration of tailing based on Kovalôs equation for various Pelect numbers (i.e., various dispersive mixing 

conditions). Increased dispersive mixing (decreasing Pe) gives an early fall of the óbacksideô of breakthrough curve and extended 

tailing.  
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 Flowers and Hunt (2007), suggest rearranging Equation 1.60 for PVD in 

order to substitute the expression into a dimensionless form of the approximate 

analytical solution (Freeze and Cherry, 1979).   The validity of the approximate 

analytical solution is highest at high Peclet number (Pe).  Viscous instabilities, 

however, create conditions effectively increase mixing (i.e., effectively decrease 

Pe).   Thus, the Koval solution can be linked to the more robust Ogata and Banks 

(1961) solution to the advection-dispersion equation. This method produces an 

expression for a dispersion-like term, Dvis that can be added to existing 

formulations of Dm to capture the influence of viscous effects on mixing when 

assessing the applicability of colloid transport models across a wide range of 

emulsion concentration.  Substitution of Equation 1.60 (rearranged to be in terms 

of PVD) into the dimensionless analytical solution of Ogata and Banks produces 

an expression that can be solved iteratively to determine the dependence of Pe, 

and thus Dvis, on the product E·H.  The solution, for 
0C

C
of 0.9 as per Flowers and 

Hunt (2007), is shown in Equation 1.61, respecting the bounds Koval placed on 

his solution in terms of PVD. 
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Figure 1.15: Functionality of Pe and effective mobility ratio (E). (solid line) Flowers and Hunt (2007) expression listed as: 

79.1)1(11.0
1

-= E
Pe

; (long dashed line) Ogata and Banks (1961) analytical solution solved at C/C0=0.9 of: 86.1)1(13.0
1

-= E
Pe

and 

(short dashed line) at C/C0=0.1 of: 65.1)1(09.0
1

-= E
Pe

. 
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 Figure 1.15 illustrates the difference between the both the analytical 

solution used in Flowers and Hunt (2007) and the Ogata and Banks (1961) 

solution which provides higher accuracy in high diffusion systems (i.e., low Pe) 

as well as the potential difference of the solution as a function of concentration 

(i.e., C/C0=0.1 vs C/C0=0.9). Here, the expression for C/C0=0.9 was selected for 

further use in describing the effect of viscous fingering on emulsion transport. 

Although outside the scope of this work, further investigations may benefit in 

understanding any potential role of concentration on these correlations (i.e., 

concentration dependent functionality of Pe and E).  

 The final Ogata and Banks (1961) correlation limited by the bounds 

defined by Koval is shown in Equation 1.61. This expression gives the additional 

dispersive mixing term from the viscous instabilities in terms of Dh which can be 

added directly to an ADR expression.  
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     (1.61) 

1.19 OIL AND EMULSION SUBSURFACE TRANSPORT AND RETENTION 

BEHAVIOR    

  In order for edible oils to be utilized for remediation efforts adequate 

transport, delivery and retention of the oil droplets needs to occur over the target 

zone of treatment.  Oil droplets can be envisioned to be retained in porous media 

by similar mechanisms as govern particle deposition or as ultimately coating the 
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sand surface and filling the pore space. Laboratory experiments are typically 

completed with a homogenous porous media; however, heterogeneities exist in 

the fluid.  In heterogeneous media, droplet retention can be increasingly complex, 

creating less uniform droplet retention due to different permeability zones 

throughout the subsurface (Clayton and Borden, 2009). Emulsion retention in 

laboratory experiments and in the field is highlighted in Table 1.8.  With neat oils 

a significant amount of oil will be retained in the pore space - Coulibaly and 

Borden (2004) found between 1 and 20 lb-oil·ft
-3

 of neat oil was retained and 0.1 

to 1 lb-oil·ft
-3

 retained when injected as an oil-in-water emulsion. See Table 1.8 

for experimental retention behavior of oil-in-water emulsions. 
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Table 1.8: Oil-in-water emulsion retention in various porous media. 

Porous Media 

Maximum Emulsion Retention 

(Column Experiment) 

[g/g] 

Effective Emulsion 

Retention 

[g/g] 

Reference 

Sandy mixture with 7% silts and clay 0.0054 
0.0066 

(Box experiment) 
Coulibaly & Borden, 2004 

Sandy mixture with 9% silts and clay 0.0061 
0.0035 

(Box experiment) 
Coulibaly & Borden, 2004 

Sandy mixture with 12% silts and clay 0.0095 
0.0037 

(Box experiment) 
Coulibaly & Borden, 2004 

Aluvium, clayey sand 

(Maryland field site) 
0.0037 

0.0013 

(Field test) 
 

Sandy clay with rock fractures, low 

permeability 

(Burlington, NC field site) 

Not Measured 0.0017  

Gravelly sand with high permeability 

(Indiana field site) 
Note Measured 0.002  

Source: AFCEE, 2007 
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Investigation into the delivery behavior of both neat and emulsified oils 

found that injection of neat oil created moderate to high permeability loss in 

typical subsurface materials, whereas stable oil-in-water emulsions have more 

desirable delivery characteristics (Coulibaly & Borden, 2004).  Injection of neat 

soybean oil is only successful for course sands and otherwise has been shown to 

result in large permeability loss and ineffective oil distribution. Clay content was 

found to play a role in oil retention with more retention for soils with higher clay 

contents (Coulibaly & Borden, 2004).  However, injecting emulsified oils has 

been shown to give an effective distribution with limited permeability loss 

(Coulibaly, et al., 2006; Long & Borden, 2006). When emulsion droplets (0.7 to 

1.2 µm mean diameter) were injected into a 3-d aquifer cell and followed by a 

water chase, effective and uniform distribution was achieved that could be 

successfully modeled using a colloid transport model with a Langmuirian 

blocking function in both homogenous and heterogeneous porous media (Jung, et 

al., 2006).  A different experimentally based study modeled the retention of 

emulsion oil droplets in porous media using a rate limited Langmuir isotherm 

(Clayton & Borden, 2009).  

 Many of the emulsion retention experiments were completed with the aim 

of adding edible oils to the subsurface to support remedial activities. The amount 

of degradable oil needed to supply sufficient electron donor for microbial 

degradation is typically much less than the amount of oil retained in porous media 

when attempt to achieve uniform oil retention (Air Force Center for Engineering 



 

#ÈÁÐÔÅÒ υȡ "ÁÃËÇÒÏÕÎÄ 

86 

and the Environmental, 2007). Such oil-in-water emulsions can be employed in 

the subsurface as a permeable reactive barrier (PRB) where contaminated 

groundwater flows through the emulsion zone for treatment, via injection wells 

into the source zone, or in a recirculation type system (AFCEE, 2007). Laboratory 

experiments investigated the use of soybean oil coated sand grains (1% g-oil/g-

sand) in a permeable barrier to promote denitrification, finding that the hydraulic 

conductivity reduced with increasing oil content (Hunter, 2001). Injection of pure 

edible oils into existing on-site wells can be completed by an oil injection 

followed by a water flush or via a push-pull technique. For example, an injection 

of pure soybean oil followed with a water chase was employed at the Naval 

Support Activity Mid-South, Tennessee (Air Force Center for Engineering and 

the Environmental, 2007).  

1.20 REACTION OF AMENDMENTS AND CONTAMINANTS  

Transport and retention of active ingredients is only one part of successful 

use of amendments for remedial efforts. The reaction mechanisms between 

amendments and contaminants must also be considered. With any subsurface 

contaminants, reaction can be dictated by chemical or mass transfer limitations of 

active compounds once delivered to the contaminants. Although, much emphasis 

has been placed on emulsion transport and retention the mechanisms governing 

the rate of reaction and potential alkalinity release from these oil-in-water 

emulsions are not well studied.  



 

#ÈÁÐÔÅÒ υȡ "ÁÃËÇÒÏÕÎÄ 

87 

Release and chemical reactions can be limited by either: 1) the chemical 

reaction rates of the species (e.g., slow reaction rate between two compounds); 

and 2) by mass transfer of the reactive species (e.g., transfer across a phase, 

diffusion away from a dissolving surface). Many aqueous reactions are essentially 

instantaneous and so it is often assumed that mass transfer rates limit the overall 

reaction rather than the chemical reaction rates.  However, mass transfer can 

dictate in many systems due to such processes as the kinetics of particle/mineral 

dissolution and rates leading to the partitioning of solutes between phases.  

1.21 MASS TRANSFER AT THE OIL -WATER INTERFACE   

The transfer of mass across an interface (e.g., liquid-liquid interface, solid-

liquid interface, etc.) can be described using several models.  Many models can be 

used to conceptualize diffusive mass transfer across an interface including 

equilibrium distribution, film theory, and surface renewal models.  

1.21.1 EQUILIBRIUM PARTITIONING 

Contaminant partitioning assumes that the concentration of a component 

in one phase is proportional to the concentration of that component in a different 

phase connected via an interface. This model is commonly applied to systems of 

low concentration assuming that local equilibrium has been reached.  Typically, 

the proportionally is assumed to be linear as is described as follows: 

21

jj Kcc =
  (1.62) 
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Where: the subscript indicates the component, j, and the superscript the phase, 

and K is the equilibrium partitioning coefficient. Many groundwater models 

assume equilibrium partitioning between NAPL and aqueous phases (e.g., (Pinder 

& Abriola, 1986).  

  1.21.1.1 Local equilibrium approximation/assumption 

Local equilibrium models are widely used in transport modeling to 

account for the mass exchange between two phases of interest (e.g., sorption to 

solid surfaces, mass transfer between aqueous and NAPL phases, etc.).  Local 

equilibrium assumes that the processes (chemical and/or physical) are sufficiently 

fast compared to the bulk fluid flow rate; however, if these processes are not fast 

enough then the system is considered to be at either physical or chemical 

nonequilibrium conditions. Valocchi (1985) derives conditions for homogenous 

soils when the local equilibrium assumption (LEA) is valid for kinetic mass 

transfer models (both physical and chemical limiting cases).  When LEA is not 

valid, then local equilibrium models will incorrectly predict mass transport. For 

the case of dissolution from NAPL droplets, if LEA is not valid then models using 

this assumption will over predict effluent concentrations (See Figure 1.16)
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Figure 1.16: Influence of flow velocity on deviation from local equilibrium 

assumption (LEA) for steady state NAPL dissolution in varying porous media. 

(Source: Powers, et al., 1992)
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 When the local equilibrium assumption is not valid then a chemical or 

physical process is limiting mass exchange in the system. If transport of solutes or 

reactive species is the limiting step, then the system is considered to be in 

physical nonequilibrium and the kinetics of transport must be considered when 

developing a transport model with mass transfer between phases, most commonly 

conceptualized using film theory, a surface renewal model, or penetration theory.  

 1.21.2 FILM THEORY 

Film theory assumes that mass transfer of a component between phases is 

controlled by diffusion over the two thin films of phase interface. The bulk phases 

are assumed to be well mixed (i.e., mixing within each bulk phase is sufficiently 

fast in comparison to transfer between phases) and the thin films at the interface 

are stagnant layers controlled by quasi-steady state diffusion. By definition there 

must be two films at an interface; however, typically one side is assumed to 

control the overall mass transfer rate. 
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Figure 1.17: Graphic representation of two thin-film model for interphase mass 

transfer.
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Mass flux (from phase I to phase II ) across a film can be expressed as:  

)(
*

,, IIIIIsIIIIII CCakq -= ­­    (1.63) 

Where: IIIq ­ is the mass flux of the component from phase II to phase I [M/L
3
-T]; 

IIIk ­ is the mass transfer coefficient for phase I to phase II [L·T
-1

]; 
IIIsa

,,
is the 

specific interfacial area between the phases [1/L]; 
*

IC is the equilibrium 

concentration of the component in phase I [M·L
-3

].  

The specific interfacial area is a difficult value to measure or estimate 

especially in porous media when only a portion of the NAPL interface may be in 

contact with the flowing aqueous phase, with the remaining surface area in 

contact with soil grains.  Still, the interfacial area can be estimated using either 

geometric considerations or thermodynamics.  A shape factor (ɣ) can be applied 

to the interfacial area for geometric estimates to account for any shape 

irregularities (i.e., variations from spherical shape), where ɣ is the ratio of the 

measured mass transfer coefficient to the mass transfer coefficient calculated from 

an applicable correlation. There are shape factor corrections for non-spherical 

solid particles, etc. in the literature.  Additionally, interfacial area can be 

predicated thermodynamically using capillary pressures, the degree of NAPL 

saturation, and interfacial tension (Rose & Bruce, 1949; Grant & Gerhard, 2007). 

Kokkinaki, et al. (2013) found that thermodynamic models for estimating 

temporal interfacial area over the course of NAPL dissolution required less 

system calibration than geometric models for estimating specific surface area. The 
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authors were able to correlate mass transfer coefficients calculated using 

Sherwood correlations and soil properties.  However, if the specific interfacial 

area is assumed to be constant with time, then it can be combined with the mass 

transfer coefficient to give a lumped mass transfer coefficient ËȟO  [1/T] (Miller 

et al., 1990; Powers et al. 1992, 1994; Imhoff et al. 1994; Zhang and Schwartz 

2000). Additionally, the stagnant thin film model assumes mass transfer is solely 

a product of diffusive transport when in fact mass can be transferred between 

phases by diffusive, adjective, and other phenomena (e.g., chemical kinetics) 

(Miller, et al., 1990). To describe mass transfer in a more mechanistic form, the 

impact of local velocities and the differences in flow around a single sphere 

versus flow through porous media needs to be considered; and thus many 

empirical correlations have been developed to estimate the mass transfer 

coefficient for a variety of conditions and interphases.  

  In porous media, correlations employing the Sherwood number, grain size, 

and the molecular diffusivity have been developed (e.g., Miller et al., 1990; 

Powers et al., 1992, 1994a) for liquid-liquid interphase mass transfer.  The 

theoretical idea of the thin film model can then be extended and written in terms 

of the Sherwood number, Sh [-] with the characteristic length specific for porous 

media based on grain size as follows: 

2

50

,
d

D
Shk I

IIIL =
­

     (1.64) 

Where: d50 is the mean grain size of the porous media [L] 
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 When considering mass transfer from an organic liquid or non-aqueous 

phase liquid (NAPL), the Sherwood number can then be empirically related to 

Reynoldôs number (Re) and NAPL saturation (SN) by the following relationship 

format: 

gba NSSh ÖÖ= Re    (1.65) 

Where: Ŭ, ɓ and ɔ are dimensionless fitting parameters; Peclet number (Pe) is the 

ratio of advective to diffusive rates (i.e., Pe=L·U/D where: L is the characteristic 

length [L] , U is the fluid velocity [L·T
-1

] and D is the diffusivity [L
2
·T

-1
]); 

Reynolds number (Re) is the ratio of inertial forces to viscous forces (i.e., 

Re=UɟL/ɛ or for porous media Re=vxɟdp/ɛ) where vx is the pore water velocity 

[L·T
-1

]; ɟ is the density of the flowing fluid [M·L
-3

]; dp is the grain size diameter 

of the porous media [L]; and ɛ is the dynamic viscosity of the fluid [M·L
-2

]. Still, 

here three fitting parameters are required to give insight into a single lumped 

parameter. 

  Many Sherwood number mass transfer correlations have been developed 

for various applications and specific conditions. The correlations that are relevant 

to NAPL dissolution from entrapped ganglia are presented in Table 1.9.



 

#ÈÁÐÔÅÒ υȡ "ÁÃËÇÒÏÕÎÄ 

95 

Table 1.9: Sherwood number mass transfer rate correlations based on experimental data. 

Dissolution from Entrapped NAPL  

 Range of Applicability Correlation  Reference 

Oil dissolution in 

porous media 

(pools) 

0.5 < Pe < 50 5.125.055.0 PeSh +=  Pfannkuch, 1984 

NAPL droplet in 

porous media 

1 < Pe < 200 658.0Re6.77 Ö=Sh  Powers, et al., 1994b 

 937.0526.0Re44 SnSh Ö=  Nambi & Powers, 2003 

0<ɗN<0.04 

1<Pe<25 

1.4Ò
50d

x
Ò180 

31.0

50

71.087.0
)(Re340 -ÖÖÖ=

d

x
Sh Nq

 

Imhoff, et al., 1994 

10 < Pe < 250 41.064.0

50

61.0Re7.57 iUdSh Ö=
 

Powers, et al., 1992 

NAPL blobs with 

changing surface 

area as dissolution 

occurs 

10 < Pe < 170 b

q

q
)()(Re13.4

0

369.0673.050589.0

N

N
i

M

U
d

d
Sh Ö=

 

i

M

U
d

d
10.0)(144.0518.0 50 ++=b

 

Powers, et al., 1994a 

Ui is the uniformity index(d60/d10); n is porosity; Sc is Schmidt number defined as: Sc=Õ/ɟĀDm; Dm is the molecular diffusion coefficient of the 

NAPL source solute in the aqueous phase (Miller, et al., 1990); dM is the diameter of a ñmediumò sand grain (0.05 cm); ɗN0 is the initial volume 

fraction of NAPL; ɗN is the volume fraction of NAPL; (x/d50) is the dimensionless distance into the region of residual NAPL 
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 Mass transfer of various acidic and basic crude oil molecules from oil to 

water was investigated using a simplified system with oil-water partitioning 

coefficients dictating the interface mass transfer. No investigation into the 

temporal response but rather forced solely on the equilibrium state of the system 

to evaluate the acid/basic effects of the crude oil on the aqueous environment. The 

authors did note that interfacial tension at the oil-water interface was decreased at 

low and high pHs due to the ionization of interfacial groups effectively creating 

surfactants at the interface (Hutin, et al., 2014).   

1.22 DISSOLUTION OF SOLIDS 

Dissolution of solids has been extensively studied particularly when 

related to mineral dissolution.  Modeling the release kinetics from solid particles 

has been done successfully using a variety of models- some with a more 

mechanistic approach and others using empirical models. Release kinetics have 

been extensively within the context of environmental engineering aquatic 

chemistry and soil science as well as by the pharmaceutical industry to determine 

drug release rates from solid forms (e.g., tablets). Some of the most common 

kinetic models include zero and first-order release kinetics; however, more 

empirical fits have been able to capture the release kinetics and are also widely 

used.  Zero-order dissolution kinetics can be successful in describing simple 

release scenarios, typically applicable for modeling of low soluble drug 

dissolution. Such a model does not account for changing surface area and is not 

dependent on the aqueous concentration of the releasing compound and thus is 
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only valid for slow release rates or for complete sink conditions (Costa & Lobo, 

2001). Other models, for example, base release by the amount of the compound 

still available for release (i.e., first order with respect to the solid rather than to the 

aqueous concentration) and can be expressed using the Hixson and Crowell 

Equation.  Costa and Lobo (2001) completed an overview of dissolution model, 

both mechanistic and empirical models, in the context of drug release via 

dissolution from solids (Table 1.10).
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Table 1.10: Mathematical models for dissolution. 

Model Equation Details 

Zero Order 0K
dt

dC
-=

 

Assumes: 1) area does not change; 2) perfect sink conditions 

First Order )( *
1 CCK

dt

dC
--=

 

K1 is the lumped mass transfer coefficient ; C* is the aqueous solubility  

First order with respect to aqueous concentration  

Second Order 
**

2 )( CCCK
dt

dC
Ö-=

 

 

Hixson-Crowell 
23/1

0 )(3 tKCK
dt

dC
Ö--=

 

First order with respect to the solid. Dissolution from a planar surface (i.e., solid 

tablet)  

Weibull )exp(1 bb tatabC
dt

dC
ÖÖÖ-= -

 

Strictly empirical curve fitting. 

a is a scale parameter, b is a shape parameter 

Higuchi 
5.05.0 -Ö= tk

dt

dC

 

Release of a water soluble compound from a solid or semi-solid matrix based on 

diffusion processes. 

Baker-Lonsdale tk
C

C

C

C tt Ö=--- )(])((1[
2

3
*

3/2

*

 

Release from a spherical matrix, has been used to model release from 

microcapsules. 

Korsmeyer-Peppas )( 1-ÖÖÖ= n
KP tKnC

dt

dC

 

Semi-empirical; n is the release exponent ; n=0.5 to model as Fickian diffusion; 

0.5<n<1.0 to model as non-Fickian behavior  

Quadratic 21200 KtK
dt

dC
+ÖÖ=

 

 

Gompertz ))(exp( ytKeAK
dt

dC
---Ö-=

 

 

Hopfenberg 
1

00

*

)1( -

Ö

Ö
-

Ö
= n

Ca

tK

Ca

nKC

dt

dC

 

Dissolution from surface-eroding matrices. Generic form to include all geometries.  

Adapted from Costa and Lobo (2001) 


