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ABSTRACT

Emulsions are widely utilized to encapsulate, deliver, and release active
ingredientsand are routinely used in environmental applicatidigalinity -
releasing particlesan be encapsulatedthin emulsiors to provide long ternpH
controlas alkalinity sbwly releases from the oil droplets retained in the
subsurface. Through a combination of laboratory experiments and mathematical
modeling, this work addressd§ emulsion transport and retention in porous
media; (ii) alkalinity release from particles epsulated in emulsion oil droplets;
and (iii) the ability of emulsions to provide passive, yet sustained, pH treatment.
Concentrated emulsion transport and deposition behavior was predicted from
patticle transport models adaptaddparameterized using afromtransport of
dilute emulsion. Dispersivity was found to increase with decreasing water
saturation (i.e., from mass retention) in emulsion systems, but also more broadly
in partially saturated awater and NAPLwater systems as a whole.
Encapsudtion of alkalinityreleasing particles within the emulsion oil droplets
was able to control the rate of alkalinity release through the increased resistance
to mass transfer via the gilater interface (orders of magnitude reduction in rates
of release)Resultsillustrate howemulsions containing only limited loadings of
MgO and CaC@particleare able to provide loatgrm pH treatmerin columns
containing sandy porous media. Models developed and employed herein provide
a tool that may aid in designing treatments employingneivater emulsions, as
well as providingnsight into how to bestachor maintainsite specific pH

requirenent.
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EXECUTIVE SUMMARY

Oil-in-water emulsions are also routinely used in environmental
applications as means of providing mobility control, as an amendment delivery
vehicle, but most commonly as the oil substrate to sustain biotic reactions.
Currently,understandingf amendmenplacement and release for subsurface

remediations rather limited and thugmains highly empirical.

The overall objective of this research was to assess the utility-iof oil
water emulsions for delivery and sustention of remedial amendnigntgsion
design and testingasaccomplished using a series of batch and column
experiments and subsequent mathematical modelmgstigations focused
specifically on encapsulatingkalinity-releasing particles within eih-water
emulsion dropletso provide bng term pH control as alkalinity slowly releases

from the oil droplets retained in the subsurface.

Successful irsitu remediation hinges on the ability to successfully
delivery and release remedial amendments which provide treatment. To address
the thr& major components of required for effective remediation, this work was
split into three corollary areas: emulsion transport and retention, extent and rate of
alkalinity release, and the resulting pH treatment in a flow through sygt@ém.
improved knowlegerelated to each of these componeregmedial design can

work to tailor remediation to fit specific site treatment requirements.

Emulsion transport and retention was evaluated using a seria$ of 1

column experiments and mathematical modeitsstifig particle transport models

XXV



areable to capture emulsion transport and deposition at low concentrations, but
fail to adequately desbe droplet transport at high concentration. To capture the
experimental data, existing particle transport models wereediaptnclude two
additional dispersive mixing terms. These terms included the influence of the
deposited mass on mechanical dispersion and the influence of visstalslites

on mixing. Inclusion of these additional meclsms permitted particle tnsport
modelsto beparameterizeavith low concentration emulsion transport data and
then employed to predieimulsion transport an@tentionat concentrationghat

were an order of magnitude greater

Mineral dissolution and linear drivingifce models were used to describe
release kinetics from bare and emulsion encapsulated particles, respeBiively.
coupling alkalinity release and complex equilibrium chemistry, modets
developed for alkalinity releaseom both bare particles and gakes heldwithin
oil-in-water emulsions in batch systerheng term pHreatmenfrom the
emulsion systemwastested experimentally in-d column systems. Mathematical
models describing the pH over the course of emulsion treatmenvaletated
with experiments The resulting modadffersinsight on how to best modify
particles and/or emulsions to provide the desired retention and release rates, to

increase the dlity to control subsurface pH.

XXV
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Within the remediation community there is considerable interest in
improvingcoupled physical, chemical and biological processesléanup and
stewardship of contaminated sitd$&any of these processes require control of pH
during treatment and, in some cases, long after. Homse ofthe most common
amendments added to groundwater during site remediation are compounds to
adjust pH. In fact, when considering strategies to toansbr sequester organic
and inorganic contaminants, it is the control of pH and redox potential that
become critical to the overall success of the remediation technology. Groups of
technologies which rely upon biotic or abiotic transformation or seqtiestra
have been applied to treat heavy metals, radionuclides, and organic solvents.
Currently, ontrol of subsurface pH is typically completed by adding direct
sources of alkalinity (e.g., sodium hydroxide (NaOH), magnesium oxide (MgO),
calcium carbonate @-G;), and sodium bicarbonate (NaHg)Peither as a solid
or an aqueous solution to the groundwater. However, such methods for pH control

in the field are often ineffective and/or costly.

Emulsions are widely utilized in the food, medical and pharmaetutic
industries to encapsulate, deliver, and release active ingredients; however, control
of amendment placement and release in environmental applications remains
highly empirical.The overall objective of this research was to assess the utility of
oil-in-water emulsions for delivery and sustention of remedial amendments with a

focus onunderstanihg the mechanismsontrolling the delivery and release of
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alkalinity releasing particleseldwithin the oil phase of the emulsion
Encapsulation of particles witihin emulsion dropletsanprovidebothin situ pH

treatments well as substrate needed to sustain biotic reactions.

Successful description afkalinity release from suspensions of bare
particles and from particles encapsulated irreilvater emulsions will help
revealthe controlling parameters in the extent and rate of alkalinity release. With
increased knowl edge, uinteomgyrhktedaocdme cpmd saii mli
emulsions to provide a specific alkalinity release rate needed for remedial events.
By coupling alkalinity release and complex equilibrium chemistry, models can be
developed for alkalinity release (rates and extent) from bothpaatieles and
particles held within otin-water emulsions. Colloidal particle transport and
retention modeling is well established with various model formulations used to
provide a mechanistic understanding of the physical and chemical processes
governingparticle transport and retention. However, when considerirg-oil
water emulsion transport there are only a few acceptable models. The most widely
accepted model is a modified particle filtration theory m¢8eb & Radke,
1986)that mechanistically describes the transport of the emulsion oil droplets.
Here, modeling efforts that pair alkalinity release with transport and deposition
will provide a complete description of pH control for various particle delivery
methods (i.e particle suspensions, ail-water emulsions containing particles).
Models validated with experiments will offer insight on how to best modify
particles and/or emulsions to provide the desired retention and release rates, to

increase the ability to contreubsurface pH.
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1.1 REMEDIATION BACKGROUND

Subsurface remediation is requiredradiusands of sites nationwitke
reduce the risk posed by subsurface contaminiaritaman and environmental
health.Contaminants found in the subsurfacerast commonly due to human
activities (e.g., chemical spills, poor disposal technigajeglication of pesticides,
etc.).Remediatbn of chemical pollutants typically grouped into classes based
upon processiological(e.g., enhanced bioremediatipohemical(e.g., chemical
oxidation); thermal (e.g electrical resistive heatinggndor physical(e.g., pump
and treat and air spargingbommon to all of these treatment classes is the need
to add chemical, mechanical or thermal energy into the subsuifasiéu
treatment technologigequire successful delive(@ndsometimesecovery of
addiivesto the subsurfaceThe abilityto controlamendment delivery to ensure
effective contact between remedial amendment and subsurface contamsinants

critical, though in practice this control &spirationa{SeeTable 1.).
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Table 1.1:Additives forillustrative ciemicalremediationéchnologies

Remediation Example Additives Injection Method
Technology Contaminants
Solidification/ | § Radionuclides | 1 Cement 1 Vertical auger
Stabilization | § Heavy metals | § Silicate, carbon, mixing
1 Coaltar phosphates, or | { Shallow
sulfur material mixing
binders 1 Injection
1 Clays grouting
i Lime
Chemical i Chlorinated i Potassium or 1 Mixed into
Oxidation solvents sodium soil/ sludge
1 BTEX permanganate 1 Gravity feed
1 Phenols T Fentonos or injection
1 Explosives catalyzed wells
q Pesticides hydrogen 1 Pressurized
1 PCBs peroxide injection
1 VOCs T Ozone 1 Hydraulic
 PAHs 1 Sodium persulfatg  fracturing
1 Acidsto acidify
subsurface
(required for
some oxidants)
Chemical | Metals 1 Acidic/basic 1 Injection/
Flushing 1 Chlorinated solutions extraction
solvents 1 Surfactants wells
1 Phenols 1 Chelating agents
1 Cosolvents
Bioremediation| § Chlorinated 1 Electron donor 1 Injection/
solvents 1 Microbes extraction
f Heavy metals | Nutrients wells
1 Nitrate 91 Alkalinity sources

i Perchlorate

Adaptedfrom United States Environmenfatotection Agency, 2006

"AAECOI
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1.2 SUBSURFACE AMENDMENT DELIVERY

The success akmediatiortechnologies relies on the ability delivery
active constituents to the subsurface contamination; whether amendments need to
be delivered directly to the contaminants or correctly placed for subsequent

dissoluton from the emplaced additives.

1.2.1INJECTED AQUEOUSAMENDMENTS

Amendment delivery can be accomplishéth aqueous solutionga injections

wells, direct push methodsg)filtration galleries, andecirculation well§Arcadis,
2002) Recirculéion systems can ba situ systemswhere amendments are

directly added to the ambient groundwater thus not requiring additional pumping
of groundwater to the subsurface;eor situ, where amendments are mixed with
extracted groundwater abovegrounbhjectionextraction wellscirculation wells

and tandem recirculating wells can all be used to delivery aqueous amendments.
In siturecirculation systems require-well mixing (e.g., static or inline mixers)

to mix chemicabmendmentswiith the conaminatedgroundwate(Goltz & Christ,
2012) However clogging and fouling of injection/extraction wells can be a major
issue during remediation when injecting aqueous solutes that may form precipices

when contacting groundwater (e.g., CaLO

Even with eforts to enhance mixing and deliverypbsurface
heterogeneity (e.g., regions mérmeability contra¥tcan create zones of flow

bypass and preferential flow paths, and thus delivery of injected aqueous
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amendments, dictated by ambient groundwater pattexang notsuccessfully

reach the intended targeted area. Contaminant treatment in low permeability
zones can be difficult to achieve due to the inaccessibility to delivery or emplace
amendments; and contaminant rebounding post cleanup is typicallyocited

due to incomplete removal from less accessielelogicalregions.

1.2.2S0LID AMENDMENTS

Solid phasenaterials (e.g., Mg(OH) CaO, CaCg) can be added to the
subsurface via directly injecting the salighs a slurryinto boreholes or by
following the solid injection with injection of a slurry material to aid in transport
away from the injection site. Transport ofidahaterials can be increased through
physically mixing the injected solid into the subsurface usuyges(Borden, et
al., 2008;Castelbaum, et al., 2011Reactive materials can alsodmided to the
subsurface in the form of a permeable reactive barrier (PRB)ab t
contaminants. With a PRBraactive zone or barrier is created in the subsurface
where contaminated groundwater will flow through to be treated. Reactive iron
particles are commonly employed as a PRB for degradation of organic
compoundsince injectiorandtargeted deliverpf ZVI in the subsurfacpresents

difficulties.

1.3 MPORTANCE OF SUBSURFACE PH CONTROL

Amendments designed to aid in pH regulation are the most common

amendments added to groundwater. Numerous remedial technologies such as
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immobilization of heavy metalsldionuclides, enhanced bioremediation of
chlorinated solvents, and in situ chemical oxiddtietuctionrequire careful

control of subsurface pH for successful contaminant remediation.

1.3.1ENHANCED ANAEROBIC BIOREMEDIATION

In Stu bioremediation is a widely used remediation teghe to degrade a
variety of contaminant types (e.g., chlorinated solvents, heavy metals, nitrate,
etc.); however, successful lobgrm bioremediation requires that the subsurface
be held at conditions favorable for microbial degradation to occurg(ifégient
carbon sources, nutrient levels, temperature, pH, etc.). Enhanced biodegradation
is widelyused due to the inta nature of the technology along with the risfaly
low cost of treatment. Intsl biodegradation involves employing microbes (githe
naturally occurring on site or added) to degrade contaminants present in the
subsurface. In order to promote biodegradation additional microbe consortiums
can be injead along with amendments (e.g., compounds to controtgtion
sources, nutrientgtc.) to create a subsurface with favorable conditions for
microbial degradation. Degradation of chlorinated solvents is commonly
completed using enhanced biodegradation by reductive dechlorif@icnobial

degradation pathway shownkigurel.2).
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Metabolic reductive dechlorination approaches commonly employ
fermentablecarbon sourcgto produceelectron donor in the form dmydrogen.
The dechlorination processes creates a mole of acid with each mole of chloride
removed from the contaminant molecule or its degradation progitet$an, et
al., 2010) This acidity producedrom degradatiomeducs rates of contaminant
degradation. Moreover, some of the organisms responsible for the conversion of
cissDCE and VC, already the rate limiting steps in the degradation process, can be
most hfluenced by the decrease in flthcroix, et al., 2014Adamsonegt al.,
2004) Thus, maintaininggH near circa neutral is highly important for remedial

success via enhanced bioremediation.

10
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Figure 1.3: The dfect of pH on PCE degradation by SEXTM. (Source:
Vainberg, et al., 2009)
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Subgsurface pH control becomes critical because microbial contaminant
degradation rates are highest at circa neutral pH conditatiispH 5.5-7.5found
to be ideal for PCE degradatianddegradation rategre substantially lower
outside of this rang@/ainberg, et al., 2009)n fact, there are many reports of
organohaliderespiring bacteria becdny inactivated as the pH drops below 5
(Vainberg, et al., 2009; Robinson, et al., 2009; Lix¢ret al., 2014)Philips et al.
(2013)studied the use of a common inoculum,-KBandfound that
dechlorination rates of TCE were highest when the pH was betwe&mbht
TCE degradation wasompletely inhibited below 6.2. Vainberg et al. (2009)
determined that the PCE degradation rate at oppdi.e., pH 6) was 1.5 mg
PCEL™-h. Laxroix et al. (2014) completed dechlorination experiments with
various microbiatonsortato evaluate the pH inhibition on each step in the
reductive dechlorinatioprocess. The authors corroborated that degradation from
vinyl chloride to ethene was the most pH sensitive reductive dechlorination step,
which supports field evidence of degradation stalling creating a buildup of

degradation products, mainly vinyl chide, befoe complete reduction to ethene

12
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Table 1.2: Optimal pH for reductive dechlorination by mixed cultire

I nhibition pH

Source Optimal pH (low; high)* nggrgéne%m Cl\glrfsrgzliﬁlm
Philips et al. (213 7.1-75 6.2 TCE K17
(SIREM, Canada)
6.99 4.39.2 PCE tocis-DCE SL2-PCEa’
6.6 5.3 7.9 cis-DCE to VC SL2-PCEa’
6.5 52 7.8 VC to ethene SL2-PCEa’
6.44 4.4 8.5 PCE tocis-DCE SL2-PCEb
Lacroix et al.(20149 7.43 4.6,10.2 cisDCE to VC AQ-1-
6.99 5.4, 8.5 VC to ethene AQ-17
6.56 6.1 7.1 PCE to ethene AQ-57
6.78 5.3 8.2 PCE to VC PM 4
6.78 5.5 8.0 VC to ethene PMm 4
Vainberg et al(2009 6 59 PCE SDG9™ °

* Inhibition pH was calculated when the pH inhibition function was less than 0e0D9% of degradation was inhibited) basec

on modeled pameters in Lacroix et al2014).

** Commerciallyavailabledechlorinating inoculumantainingDehalococcoides spGeobacter sp., and Methanomethylovorar

sp. grown indilute salt solutiorwith formate odactate

7 Organohalideespiringconsortia originated obtained from chlorinated ethene contaminated aquifers that were enriched

maintained in the laboratorgSzynalski, 2003)

3 €onsortiaoriginated obtained frorRoint Mugu Naval Weaon Facility,Californiaenrichedunder anaerobic conditiomgith
soil andgroundwatefrom sitefor 1.5 years then enriched with a stehiesal medium with trace nutrients preséviti, 2003)

° Commerciallyavailabledechlorinating inoculum containirigehalococcoides sp. straiggown under anaerobic conditioos
lactate with EE. Other trade names of this culture include:-84&t RTB-1™; and BDLplus"

13
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Although the natural buffering capacity of the soil can provide some
alkalinity, the quantity is highly variable depending on soil t{geeSection1.4.1
Intrinsic Buffering Capacityor further details)Once the natural buffering
capacity of the soil is exhausted artificial pH control of the subsurface is required
to prevent degradation stalliiBobinson, et al., 2009; Steffan, et al., 2000)e
type of electron daor used for biestimulation will also determine the alkalinity
demand required to maintain acceptable pH levels. McCarty et al. (2007) studied
the influence of type of organic electron donor on the amount of alkalinity (as
bicarbonate) required to keep jpHove 6.5 Their study suggests tharmateis
more effective as a substrate for a given level of available alkalinity. The reason
being that bicarbonate is formed as formaigtilzed thereby providing
additional alkalinity to help maintain pH in ange suitable for solvent
degradation.Although formate can allow more of a sustainable bioremediation
process, the rate at which formate is dehydrogenated is slow and may not produce

a sufficiently fast rate of alkalinity to prevent acid build&hilips, et al., 2013)

14
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Figure 1.4: (left) Effect of initial alkalinity on pH as redue®e dechlorination is occurringrigureassumeiydrogen is the electron
donor with an initial dissolved carbon dioxide concentratio®xdf0* mM and temperature is PO; (right) fect of reductive
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An additional concern is tharoviding further buffering capdy in the
form of bicarbonatean promote other microbial groups (i.e., methanogens and
homoacetogens) that compete with organohakspiring microbial groups for

hydrogen as an electron dor{delgado, eal., 2012)

1.3.2STABILIZATION TECHNIQUES

Stabilization is a remediation technology where instead of physical
immobilization of the contaminants (solidificatigepmpounds are chemical
altered to reduce mobility in the subsurface allowing the soil to be treated instead
of the groundwatefMulligan, et al., 2001) Heavy metal solubilitand thus
transporis greatly affected by pH arid a lesser extent bgdox potential.

Chuan, et al. (1996) found that leaddmium and zinoverepresent at low
solubility under basic conditions, wha®the metal solubility greatly increased as
pH was reducetb more acidic conditions. The authors also found that metal
solubility increased as redox potential decreased while at constabupHo the
influence of pH on metal solubility, these compounds can be precipitated or
immobilized by in situ pH adjustmeafor example, xides present in the
subsurface can adsorb metal igstabilizing heavy metals in the form of metal
oxides again this adsorption process is directly connected to pH and redox
potential.Both cations and anions ageesaty influenced by absurface pH

(Figures 1.5 and 1#r example, adsorption of anions wilcrease with

increasing pH, stabilizinthe ioniccontaminantg¢Palmer & Fish, 1992)

16
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Additionally, bioimmobilizationcan effectively reduce the solubility and
mobility of radionuclides (e.gyraniunj in the subsurface by utilizingaturally
occurringsubsurface microbes that releasi#fide orphosphate for
immobilization(Martinez, et al., 2007pH control may become important for bio
immobilizationdue to the effect of pH oniomobial release of phosphatéwas
found thatbacteria increaseghosphate releassy aroundabout 40% when the pH

was increased from 5 bhelping promote bio immobilizatiofBeazley, et al., 2007)

1.3.3CHEMICAL OXIDATION

Chemical oxidation treatments che used to transform toxic
contaminants into less harmful compour@gidants supplied to the groundwater
(e.g., permanganate, hydrogen peroxide, iron, persulfate, ozoneaetbg used
to remediate a variety of contaminants; however, for some oxidization reactions
the subsurface pH must be held between a specific cdmi¢ levels.In situ
chemical oxidation (ISCG¥ most commonly completed witiase activated
persulfatgalthoughpersulfateactivation can be completed by many mechanisms
including heat, UYand chelated irgn(Furman, et al.2010) There are
limitations of ech type of chemical oxidation for exampletatyzed HO,
decomposes rapidly amqermanganate tends tao with thereducing species in

subsurface (e.gsoil organic matter).

As anillustrative exampleon how pH #ects chemical oxidatign

reactions with permanganae shown below:

MnO, +8H"* +5¢ - Mn* +4H,0 pH <35 (1.2

19
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MnQO, +2H,0+3e - MnQ,(S) +40H" 35<pH<12 (1.2)

MnO, +e€ - MnQ, pH>12 13

ForexampleF e nt o n 6 §.e.,a rengfecatdlyzed hydrogen
peroxide (HO,)) is found to be most effective under acidic conditions (i.e., below
3.5) for theremoval of dyesind chemical oxidation demand (COD)
wastewatergMeric, etal., 2004)and for omplete mineralizatioof the pesticide
pentachlorophendWatts, et al., 199Qhus requiringreatment step fquH
adjustmentOzone oxidation is also most effective under acidic conditions. Thus
oxidat i on vi a Fent dasmétspplicabldogbagictsoilorsoilso z o n e
with high buffering capacitgince it would require significantamountadditives
for successfupH modification Although, in situ permanganate oxidation can
successfully occur under typical environmental pH condit{8r&12), itis most
efficient under acidic conditionshen five electrons are transferr@de reactions
belowequationsl.4 & 1.5 from Huling & Pivetz, 2006)In situchemical
oxidation can also besed for chlorinated solvent remowveteating nortoxic
byproducts by the following reactions (reactionwhdelowwith permanganate
as the oxidizing agerior PCE and TCBEvhen pH is between 3.5 and,12
respectively(Strategic Environmental Research and Development Program,

2006).

20
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4AMnO,” +3C,Cl, +4H,0- 4MnQ,(s) +6CQ, +8H " +12CI° (14)

2MnO, +C,HCL, - 2MnQ,(s) +2CQ, +H* +3CI° (15)

Hydrogen ions are a byproduct of chlorinated solvent oxidation, and thus
contaminant reductiooan drastically reduce the groundwater pH over the course
of remediationLarge amounts of carbon dioxide gas can be proddagdg
oxidationwhich can alter subsurface permeability and thus pH control can

become important here as well in order to rechareneability changes.

The mobility of heavy metals may be enhancedecreaseduring
chemicaloxidation/reduction treatments due to the pH sensitivity of metal
solubility and may require some pH treatments to produce either mobilization or
immobilization of metalsAlso, MnOy(s) can act as a strong adsorbent for many
heavymetals (e.g., Cd, Cr, Zn, etc.) affecting metal mobility during chemical

treatments.

1.3.4CHEMICAL REDUCTION

Contaminant degradatipof chlorinated solvestand heavy metais
particular,via bimetallic particlege.g.,zero valent ironZVI1), zinc,nickel,
copper, etq.is a widely studiedl@iotic destructiveechnology(e.g.,Arnold &
Rokerts, 2000; Lien & Zhang, 200Lju, et al., 2005review byO'Carroll, et al.,
2013) As bimetallic particles become oxidized, reducing conditions are created

thus providing favorable conditions for abiotic contaminant redugkiemn &

21



N

#EAPOAO vugdg

Waddill, 2006) For example, the reaction of ZVI and TCE reducing completely

to ethylene can be written &Shen, et al., 2001)
Fe’- Fe’" +2e (1.6)

C,HCl,+3H" +6e - C,H,+3CI’ (1.7)

However, the electronsroduced from oxidizin@VI can alsaeactwith
wateror with other aqueous constituemsgroundwaterWhen reaction with

watera hydroxide iorand hydrogemasare produced
2H,0+2e - 20H +H,(g) (1.8)

In addition to the more diresurface reduction as written fguation1.8,

"AAECOI

the hydrogen gas produced from the reaction with water can act as the reductant

for contaminant degradation

22
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Figure 1.7: Influence of pH on TCE reduction via zero valent iron particles
(Source: Chen, &tl., 2001)
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SinceH" andOH ionsareentering the reduction reactions, degradation
will be affected by pH.For exampleChen et al.Z001)investigated the effects of
pH on TCE degradation rates by ZVI finding decreasing degradation rates with
increasing pH. At low pH levels, iron corrosion is enhanced thus increasing the
surface oxidization of the ZVI core; however at high pHdkviron hylroxides

form on the surface limiting contamiant degrada{i®ong & Carraway, 2005)

1.4 TyPICAL PRACTICES FOR SUBSURFACE PH CONTROL

1.4.1INTRINSIC BUFFERINGCAPACITY

Soil and groundwater can contain a natural buffeceqgacity The
buffering capacity of groundwater is measured by the alkalinity prasenhe
U.S. Geological Survefy 2 0 1 0) d e f i nleesapacitylofavaterfoi t y as fit
neutral i zi ng Marespectidally, alkatinityustthe protono
deficiency relative to HCO3z*. Formost natural wateralkalinity is dominated by
the carbonate system and thias relevant expression foarbonate dominated

systemis shown below.
Alk; =2[CQ,” | +[HCO, J+[OH]- [H"] (1.9)

However, with groundwaters other ions can begnmethat affect total alkalinity

and often the total alkalinity calculation is expanded as follows:

Alk; =2[CO;> ]+[HCO; ]+[OH" ] +[B(OH), ]+ 2HPO,? ]...

..+[SIQOH), 1- [HSQ ]-[H*]  (1.10)

24



#EADOAO vdq " AAECOI

Where B(OH), is tetrahyroxyborate

Although alkalinity measurements of the groundwaterpgranide insight
into the overall buffering capacity, the soil and sopdssent provide the majority
of the buffering capacity for the subsurface systéhe buffering capacity of
solids is similaly defined and is the ability of a solid to bésorbandrelease
excess hydrogen ionSoil buffering capacity is typically high for systems with
solidscontaining bicarbonate, carbonate, and hydroxmlieerals(e.g., calcite,
dolomite);although some alkalinity can be provided from borates, silicates and
phoshatespresent in soil¢Arcadis, 2002)Soil buffering capacity can take the
form of mineral dissolution to give off weak acids (e.g., calcium carbonate
dissolution); weathering of silicates that release basic cations; ioareggeinto
mineral and organic soil surfaces of hydrogen cations; incorporation of hydrogen
ions into clay structures and miaéfattices; or via neutralization reactions with
oxides and hydroxide#iajnos, 2011)Soil buffering capady can be estimated
based on the organic carbon and clay content of theasthljncreasing organic
carbon content and clay content camnecreasing buffering capacifWeaver, et

al., 2004)
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Table 1.3: Buffering @pacity ofsoil componentgin pH range 08.5-8.0).

Soil Material Capacity Reference
[mea/g]
Silicate Clays
Smectites 0.81.5
Vermiculite 1.52.0 McBride (1994)
lite 0.20.4
Kaolinite 0.02-0.05 Thomas & Hargrovel(©84)
Soil Organic Matter (SOM) 2.0 Helling, et al.(1964)
Allophane andrhogolilte 0.20.5 Wada(1989)
Iron and Aluminum Hydroxides 0.050.4 Borggaard 1983)
and Xides
Calcium CarbonateJaCQ)** 20 Stumm & Morgan(1996)

*Based on linear extrapolation between 8 and 3.5 of the data for hematite and goeth

** CaCQ equilibrium occurs at pH 7 or above

SourceBloom, 1999
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The cationic exchange capacity (CEC) of the soil is the measure of the
ability for a soil to hold more catiorand is thuglirectly correlated to the
buffering capacity of the soil; as CEC increases the intrinsic buffering capacity of
the soil also generically increasésie CEC value of a soil or soil type is
commonly known whereas the soil buffering capacity is typically unknown.
Additionally, themineralization of organic mattemjtrogen, sulfur, phosphorous
canall beaffected by ability of soils to adsorb and raledydrogen ions (i.e., the
buffering capacity)Soil acidification occurs when cations are removed from soils
and replaced with aniorfgan Breemen, et al., 1984Colloidal soil particles can

also provide buffering capacity the subsurfacge.g., humusjHajnos, 2011)

1.4.2ARTIFICIAL PH MODIFICATION

Subsurface pH must be modified artificiallshennatural buffering
capacity is limited or exhaustebypically, artificial pHcontrol for subsurface
remediation is completed via agueous phase additions of alkaline solutions (e.qg.,
sodium bicarbonate (NaHGY) sodium or calcium carbonate (NagC@® CaCQ),
sodium hydroxide (NaOH), et¢Buffered aqueous solutiofes.g., phosphate
buffers) or solid phase alkaline materials to the subsurfageTable 1.4for pH
modificationexamples)Aqueous phase additions practices have large limitations
sinceaqueous delivery is governed by ambient groundwater flow; thus decreasing
the control over spatial and temporadlsitu amendment deliveryhich is

increasinglyproblematic in heterogeneous media
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Table 1.4: Common chemical additives to provide alkalyror acid neutralization

Capac/:ity Neutralization Mass needed Cost compared
i me
Chemical [meaq/g] Max pH Efficiency [%] ccl)imzféltrggeto {0 NaOH
Sodium carbonate
(Soda Ash) 18.9 11.6 920183 (ﬂ‘;‘t’:gse)b 1.06 0.56
(NaCO) i
CalciumHydroxide
(Ca(OHY) 27.0 12.412.5 90-95 0.74 0.17
Calcium oxide
(lime) 35.7 12.412.5 90 0.56 0.11
(CaO)
Sodium Hydroxide
(NaOH) 25.0 14 100 0.80 1.00
Magnesium -
oxide/hydroxide | 50.0345 | T corelical 10.2 90-95 0.40/0.58 0.22
(MgO/Mg(CH),) T
Calcium Carbonate Theoretical: 9.4
(CacQ) 20.0 Actual: 67.5 30-90 1.00 0.04

Source: TrummZ009
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Active amendment delivery (including pH modification amendments) can
be completed using injections wells, direct push methods, recirculation wells
(both in and ex situ systems) and infiltration galle(fadis, 2002) Phosphate
buffers can also be employed to provide pH adjustments to the subsurface either
as a pretreatment for chemical treatments or as a way to combat changing pH over
the course of remediation; however, phosphate salts are not commonly used in the
field dueto the high cost and creating issues of aquifer clog@Muafarty &
Criddle, 2012) Solid phase alkaline materials (e.g., Mg(@H)aO, CaCg) can
be added to the subsurface via directly injecting the solid as a slurry into
boreholes or by following the solid injection with injection of a slurry material to
aid in transport away from the injection siteansport of solid materials can be
increased by physically mixing the injected solid into the subsurface using augers

(Borden, et al., 2008)

1.4.3CoSTCONSIDERATIONS

Active amendment delivery may not be cost effective at some cleanup
sites.A cost assessment was completed for field site at Fort Dix, New Jersey to
remediate chlorinated solvaentiabioaugmentation from 2088009 indicating
that remediation cost around $875 per cubic yard of contaminated aquifer
(Steffan, et al., 2010Bince the natural buffering capacity at the site was low
with pH approximately around 4.5, adjustment of the subsurface pH was required
and 16,600 pounds of sodium bicarbonate and sodium carbonate solid buffer were
added to the subsurface to help control pH during bioremedid&tidhis site
49% of the total @st was for capital costs, which included the installation of a
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buffer injection system; and 31% of cost was for operation and maintenance of
which includedpH buffer,lactate and nutrient amendmendditional costs

were accrued due to fouling and claggof the injection wiks by the buffering
additives, as well as due to a spike in pH levels which affected the in situ
microbial communities, requiring additional microbes to be added to the
subsurfacéSteffan, et al., 2010%till, bioaugmentation with recirculation was
determined to bapproximatelyone third the cost of a pungmd treat system for
this site, and costs could be reduced another 30% if passive bioagumentation
techniques were usé8tefan, et al., 2010)Not only are ontinuous injection
operations to control pH expensive to amd maintain, but have albeen cited

to not effectively control subsurface pH levels at field sité& samdield study

as described aboyeund that in some injection wells the pH was greater than 9
where in other subsurface locations the pH was less than 5.5 even after weeks of

injecting buffered solution&Steffan, et al., 2010)

1.4.4 ADVANCED CONTROL METHODS FORSUBSURFACE M

Alternative delivery approachéar controlling pH have been explored.
Particle suspensiongarticlecontaining emulsionsand encapsulated buffering
materialsare being investigated as a possibly methoddtat/s for better long
term control of amendment delivery to the subsurfébe.use of reactive
particles for subsurface treatment has been thoroughly investigated with reactive
iron particles (i.e., nZVI); howeveuse of bare particles isnited due tassues of

effective delivery. Particlsuspensionbave been investigated for pH control as
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well with insoluble buffering particles (nano to micron stzécium carbonate
particled patented as Neutral Zoftkfor subsurface pH control. Surface
modificationof theNeutral Zon&" particles wasompleted with food grade
additives to give the particles a negative surface cHargamhancd suspension
stability and mobility for subsurface injection (Piegat and Newman, 2008).
Additionally, Lacroix et al. (2014) used silicate miner@sdradite diopside,
fayalite, rsterite)for passive pH control in systemslaboratorymicrobial
consoria degrading PCE. The authors found that although silicate minerals are
able to help control pH during degradation events some of the silicate minerals
were not compatible with the microbial consortia, resulting in microbial
inhibition, specifically with s-DCE and VC degradation. No investigations into
the aspects ahineraldelivery were investigated to assess the applicability of
using such paidles for subsurface treatment. Pyrite (Pa8ineral was also
found to be effective for pH control duringrdgification in batch and column
experimentgJha & Bose, 2005)n situ pH modificationhave also been
completedpn the laboratory scalasing an encapsulated phosphate buffer
(Vanukuru, et al., 199&ust, et al., 200(gnd further extended so tHaiffers
wereencapsulateth apH sensitive coatin¢Rust, et al., 2002; Flora, et al., 2008;
Aelion, et al., 2009)Organic compounds have also been the subjectehte
study on pH control methods aretttary amines have bainvestedas a potential
pH buffer via mineratation of CQ into carbonateninerals analthough the

application igpresentedor CO, sequestratiofSteel, et al., 2013)
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1.5 DELIVERY OF PARTICLE SUSPENSIONS TO THE SUBSURFACE

Although many studies have found thdatm and nanesized particles can
successfully supply the active ingredientludingfor modifying pH, particle
delivery and distbution within the subsurfaceac controleffectivenes®f these
remedial efforts. Aqueous suspensions or slurries of unmodified particles tend to
be unstable, limiting the ability to distribute particles to the subsurfdasic
forms ofparticlesurface modification angarticleencapulation techniques have
been explored in an attempt to enhance amendment delivery with such additions
as particle coatings, encapsulation and emulsldnderstanding the mechanisms
controlling suspension stability, of both unmodified and modified pestiahd
how particle stability and surface characterisftsct thetransport of particlem

the subsurface is importafar furtherimprovanent ofremedialtechnologies

1.6 PARTICLE SURFACE COATINGS

Surface modification of nanoparticles can increase control over the
physical and chemical properties of particles to allow for more targeted use.
Recently substantial effort has been directed toward understanding surfactants,
polymers and polyelectrolytés improve stability and transport of narand
colloid-size particles in the subsurface (elgo wr vy , et al ., 2012, 006 C.
2013; Garner & Keller, 2014pr enhanced control during remedial activities. In
the realm of environmental remediatigolymers and polyelectrolytes have been

used to modify nanoparticles to improve colloidal stability and transport in the
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subsurface, most notably with nanoscale zeent iron (nZVI1) nanopatrticles
(e.g., via CMC stabilizatiorglthough surface coatings have been applied to many
other types of nanoparticles such as zinc oxide, silver, gold, cerium oxide,

titanium dioxide, quantum dots, and iron oxidleswry, et al., 2012)
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Table 1.5: Common @anomaterials and coatisig

Typical capping agents/coatings

Nanomaterial Inorganic and small organic molecules Synthetic and Organic macromolecules
2-mercaptoethanol, triethoxycarprylsilane, , : .
Zinc Oxide triethanolamine. acetate Polyvinylpyrrolidone (PVP), polysaccharides
Citrate, decanethiol, tannic acid, .
Silver ethylenediaminetetraacetic acid (EDTA) Polyethylene glycol (PEG), PVP, Gum Arabic

Gold

Citrate, Octanethiol, Cethltrimethyl
Ammonium Bromide (CTAB), cysteine, tann
add

Biotin, Bovine serum albumin (BSA), polypeptides

Cerium Oxide

Oleic acid

PVP, Poly(acrylic acidpctyl amine

Titanium Dioxide

Oleic acid

Poly(acrylic acid)

Quantum dots

(CdSe, CdS)

Silica (inorganic), zinc sulfide (inorganic),
citrate,mercaptopropionic acid

PEG, aminodextran

Iron Oxide

Dodecylamine, oleic acid

BSA, Poly(acrylic acid), poly(methacrylic acid), PEG

Zerovalent Iron (ZVI)

Au, Pd, Pt, Ni

Carboxymethyl cellulose, xanthan gum, polypropylene
glycol

Source: Lowry, et ak012
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Nanoparticles can be successfully stabilized using surfactants by
overcoming the attractive van der Waal forces between partsdeSectionl1.7
on DLVO Theory) however, surfactant adsorption is reversible and thus
subsurface transport can be limited as the surfactant desorbs from the particle
surface. Covalently bonding or physical adsorption of polymers can provide a
successful and irreversible surface modifma Irreversible surface modification
of nanoparticles can been completed using various methods such as via ultrasonic
wave irradiationNishida, et al., 2009r by UV-induced graft polymerization

(Kim, et al., 2005}0 coat nanoparticles with the polymer(s) of interest.

1.7DLVO THEORY

DerjaguinLandauVerwey-Overbeek (DVLO) theory is widely used to
model the particle aggregatias well as particleollector interactions when
considering partie transport in porous medi®LVO theory calculates the
forces between two charged surfaces over a varying separation distrmees.
total interaction energy is determined by the sum of the attractive van der Waal

force( Aqw) and the repulsive electric double layer forog, :
F rotar = F vaw T F oL (1.11)

Van der Waals force (vdW) can be expressed as: (a) for pgtidiele
interactions (i.e., modeled as two spheres) and as: (b) for pataciarsurface
(used fomanoparticlesand grain interactions).

_~ ARR, (1.12)

(a)F vdW,spheresphere: GS(Rl + Rz)
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- AR
(b) F vdW,sphere plane: K (113)

Whetre: A is the Hamaker constant [M], R, R;, R; are the radius of the particles
[m], andsis the separation distance between the surfaces [m]. The attractive force
increases with increasing particle size but decrease as the separation distance

increases.

To assess stability of nanopatrticle suspensions, the ovedvélfiorces between
two spheical particles can be expressedRBenrat, et al., 2007)

A 2R 2R . 4R+s

vdW,spheresphere 6 [S(4R+ s) (2R+ 5)2 (2R+9)

51 (1.24)

ThevdW forces between a spherical particle on the nanoscale and a flat plane can

be expressed as shown(Dunphy Guzman, et al., 2006)

- AR R S
—[—+ +

F vdW,spherepIane: 6 s (S+ 2R) ln (S+ ZR)

] (1.15)

Electrostatic repulsion between the two surfaces can be described as:

(a) F RES,spheresphere: 2,0 QE'ORZlZ In[1+ e ks] (1-16)

- ks

5 1+(z° +z,°)In@@- %) (1.17)

1+e
(b) I:RES,s:phereplane::U ﬁeOR[22122 In[ 1-

Where:H is the relative dielectric constant of the liguid,is the permeability in a

vacuum (8.99x1% C2J'm™), z,is the zeta potential of the particle surfageis
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the zeta potential of the collector gradns theinverse Debye lengtiR is the

particle radius, andis the separation distance.

Electrostatic repulsion (i.e., electric double layer forces, EDL) as a function of
separation distance between two spherical particles can be determined by the

following equation(Dunphy Guzman, et al., 2006)

k-1
— - Gi0:€ S
= = 1.18
EDL,spheresphere 4,0 éer D(l+ 2k_1rp) ( )

Where:q, gz are the charge of the particles, ahés the distance between the

center of the two particles.

Electrostatic repulsion (i.e., electric double layer forces, EDL) as a function of
separation distance between a spherical particle and a plane (large collector grain
is assumed to be best represented as a plane at small separation distances) can be

deternined by the following equatiofDunphy Guzman, et al., 2006)

i
- _ r
F EDL,spherepIanezp éerk 10/52 ty pz)ﬁ' COth[( 1(S+rp - rp 1- (r_)z)]+
0 p

cothpi(s+r, - 1. [1- (L)Z)]+ﬂ{csch[e'1(s+rp- - (5)2)]- cschpi(s+r, - ) [1- (X2 Jyrar
rp Y52+Yp2 r.p rp

(1.19

Wherey ,, ¥ ,is the surface poteiat of the sphere anglang respectively
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The characteristic thickness of the diffudectrostatiddouble layerp, is defined

by Equation1.20 The double layer becomes compressed with increasing ionic

strength.
k= | BEKT (1.20
2N €71
Where:eis the charge of an electrddai s Avogadr o disthenamimber , and

strength for a monovalent salthe Debye lengtb™ is parameter that charge
with environmental conditions such as background salt concentration and

potentially changing pH (due to changes in ionic strength).
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Figure 1.8 Example of a typical energy barrier plot over separation distance to

help assess colloidal interaction energies using DLVO theory
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Total interaction curves typically have a primary and secondary minimum
with an energy barrier separating the two minimums. The primary minimum is
themost stable configuration and the secondary minirnamesponds to a
separation distance ahich the sgtem is kinetically stable. If the energy barrier
is overcomethenthe charged particlasill be able to reside ithe primary,
absolute minimum, at very close separation distafidestotal interaction energy
between two particles (to assess colloglapension stability) or between a
particle and a charged surfaced (to assess colloidal deposition) can be calculated

overseparation distances (@n example is shown iRigure 1.8.

1.7.1S0OLUTION CHEMISTRY EFFECTS ONPARTICLE SUSPENSIONSTABILITY

As salt concentration increaséise Debye lengtb™ decreases, allowing charged
particlesreach shorter separation distandas to the decreased energy barrer

the separation distance decreases the attractive forces will dominate the system
decreasig the overall stability of thparticle suspension or increasing particle
depositionDLVO interaction energy curves changeth: 1) particle radiusrj; 2)

ionic strength of the agueous medium 8) electrolyte typeife., monovalent or

divalent electolytes); and 4) surface potentialthe particle(s) and the collector
Vs,
Yo

The influence of ionic strengttn interaction energias illustrated inFigure1.9.
As the ionic strengtbf the background solutiancreases the energy barrier to

reach the primary minimumecreases allowing foncreasegbarticle aggregation.
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Figure 1.9: Example of thenfluence ofsalt concentration on DLVQotal
interaction arves. (Sourcetufenkji & Elimelech,2005)
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Both uncoated and coated particles will be affgdte solution chemistry
(e.g., bnic strength, salt type, solution pihich alterghe stability of a particle
suspensiorZeta potential values can be loosely used to indicate suspension
stability and zeta potentials betwee&?0 and 20 mV are typically thought of as
representing unstabtispensiong-or example,ie zeta potentialf uncoated
and coated with variougabilizingagentgi.e., dtrate, polyvinylpyrrolidone
(PVP), sodium borohydridgNaBH,) and branched polyethyleneimine (BPEI))
silver nanoparticlesras measuredndertwo ionic strength and ove@H values of
2 t010 (El Badawy, et al., 2010)El Badawy, et al. (2010) found experimentally
that increasing pH had the strongest eftecizeta potential fahe BPEI coated
particles where zeta potentials decreases towards zero from arouny &dth
increasing pH.This is expected because BPEIIwihdergo surface charge
changes with changing solution pide to the functional groups present in BPEI
A similar trend waseenwith the uncoated silver nanoparticles, although to a

lesser extent; and little or no effect of pH was found to the other coated particles.

1.8 MECHANISMS OF PARTICLE TRANSPORT

DLVO interactions between a particle and a collector grain can be applied
to understangbrocesses governing particle traad and retentionParticle
transport in porous media is governed by three mechanisms: (1) interception; (2)
sedimentation due to gravity, and (3) diffusion via Browmrastion(Yao, et al.,

1971)as depictedh Figure 1.10
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B SEDIMENTATION
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Figure 1.10 Mechanisms oparticletransport inporousmedia (Source: Yao, et
al., 1971)
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1.8.1 MECHANISMS OFPARTICLE TRANSPORT INTERCEPTION

SEDIMENTATION AND DIFFUSION

Particle interception in porous media is governed be the relative sizes of
the suspended patrticle and the size of the porous media (i.e., interception

parameter):
(=%)? (1.21)

Where:d, is the diameter of the particle [Landdy is the diameter of the

collector medidL] .

Differences in density between suspended particles and the flowing fluid will
allow for gravitational sedimentation of particle on to solid media (i.e.,
collectors). The controlling parameter for gravitatiosedimentation is the

Stokes settling velocity for a spherical particle as defined as:

-r)d ? (1.22)

-9
\Y; —l—(r b

S 8,77 P

Where:vsis the Stokes settling velocitg,is the gravitational accelerationjs
the fluid viscosityy} , is the density of the particle, apds the density of the

fluid.

Brownian motion is characterized by the particle diffusivity, define®gady

Einstein:
kT
D =——— (1.23
p 3p d7p
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Where:k is the Boltzmann consta(tt.38064852x18° m?kg-s2-K ™), andT is

absolute temperatufi] .

1.8.2 MECHANISMS OFPARTICLE ATTACHMENT

Although particles may collide with a sand grain collector due to
sedimentation, interception, or Brownian motion, they may or may not attach to
the surface due to electrostatic, chemical and hydrodynamic forces occurring
between the particle and the graimface(Yao, et al., 1971)Electrostatic
interactions tend to dominate particle attachment and can be characterized by the
surface potentials of the partichg,f and the collector surfacg ). It should be
noted thaexperimentally, the zeta potentia) of the surface of interest instead
of the surface potential itself tftenmeasured and subsequently used in many

interaction equationas a surrogate for surface charge

1.9 PARTICLETRANSPORTEQUATIONS

The :d ADR equations can be modified to include straining, deposition
(attachment) and remobilization (detachment) of particles on the sand grain
surfaceto model particle transport in porous me@iafenkji & Elimelech, 2004)

If the contribution of a process to particle transport and retention is negligible it

can be eliminated from the transport and deposition equations.

1.9.1 DEPOSITIONEQUATIONS
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Mathematically, prticle depositiomeeds to be accounted fortinth the
agueousand ®lid-phase transport equatioff®tal deposition is the summation
of diffusion, interception, and gravitational effects and is a function of the
agueous particle concentratiand can also be a functiontbe maximum
retention capacity of thporous media. For small partil@e., nanoscale
particleg the diffusioncomponentvill account for the majority of particle
deposition. As particle concentrationstheaqueougphase increasgarticle
retention on the solid grains will increase eTate at which particles are
deposited is typically assumed to be first order with respect to aqueous phase
concentrationThe first order deposition rate coefficiekt, can be calculated
usng the following equation:

K, =%a'ho (1.24)

C

Where:d. is the diameter of the sand grain collector [[Bjs the collision
efficient factor {.e., the fraction of particles that remain attached to the geaid
after a collision) {]; dp is the frequency of collisions tveeen particles and sand

grains.

Diffusion, interception, and sedimentation processes are all included in
calculation of the collision frequencgj. The frequency of particleollector

collisionscan becalcuated by the following equation:

hy=hg +h, +hg (1.25
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ho — 2-4A51/3N| -0.081NPe- 0.715NVdW0.052+ 0.55ASNR1.675NA0.125+ 022N| - 0.24NGl.1lN 0.053

vdw

(1.26)

Where:Asis the Happel correction factdy is the interception numbep, is the
Peclet numben\,qyis the Londorvan der Waals attractive force numbig is
the gravitational numbeNa is the attractive numbgNr is the aspect ratio

__ 21-9)
A= i o (1.27)

Where:g=(1- n)*3

3.d
N, ==@-2)? 1.28
=54 (1.28)
2. 1,57y r)g
Ny == P " T°° 1.29
97 min (1.29)
d
N,=—"F 1.30
o (1.30)
Np, = X ?)% (1.31)

Where Dis thediffusion coefficient [I2-T*] as computed by Stokd=instein

Equation 1.2B8andeg is the viscosity of the fluid.

Nvdw:_ (132)
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Where:k is the Boltzmann constank,is fluid temperature

A

Ny =—F—F——
126,06,

(1.33)

The theoreticatollision frequency can be calculated when values of the particle,

collector anchydrodynamics of the system are known.

1.9.2CoOLLOIDAL REMOBILIZATION

In general, attached patrticles are assumedtordgtach from a collector
surface due to vations in solution chemistryLypically, an energy barrier model
is used to describtbe kinetics of colloid detachmewhere the height of the
detachment energy barrier (Arrhenius relationstiplates release ratd2article
remobilization consists d@fvo steps, first the colloid mudetachfrom the grain
surface and then it must diffuse away from the grain surface before getting
remobilized in the bulk fluidThus, nechanistically remobilizationan be divided
into two limiting cases: (1) detachmemhited; or (2) difusion limited
remobilization. Colloidal remobilization via detachment limited is applicable for
systems when the rate of detachment is much slower than diffusion; and
remobilization in a diffusiofimited system is when diffusion rates are much
slower than detachmenin a diffusion limited system (e.g., hemattjeartz
system at pH 11 explored experimentdéljyRyan and Gschwend (1994he
hydrodynamic®f flow in the system will dictate remolahtion kineticsRyan

and Gschwend (19949und thatremobilization rategs a function of flow rate
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(for the systendescribed above) closely followed the theoretical derivdtion

KT Y. ...
= @lgs 4y 23

the diffusion ratdi.e., 6 178 whereg; is the fluidviscosity,a.

is the radius of the colloidy is the radius of the collector graid,is the pore

water velocity.

1.9.3 INFLUENCEOFWATER CHEMISTRY

Solution chemistrychangegan alter the attachment and detachment behavior of
colloids since changes in pH and ionic strengtuify the electrostatic
interactions between colloids and the collectoface (i.e., interaction energias

described byl.7 DLVO Theory).

1.9.3.1Particle Attachment

The influence of ionic strength on particle transpart be rather
significantwith manyexperimental and modeling studies focusedjeantifying
the effectof changing ionic strengtis given by DLVO theory, an increase in
ionic stengthdecreases the thickness of the double lagsulting (n generalin
increasegarticle retentionParticle deposition is greatly affected by background
salt concentration and at high salt concentrations, deposition is considered to be a
fast reation and reaches a constant maximum rate; at lower salt concentrations
thedeposition rate becomes a function of salt concentration and®@ypkmund,
et al., 2001) Particle depositiorcanalso dependent on salt type (immgnovalent

versuddivalent iond with deposition occurring at a much lower background ion
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concentration with divalent ions present versus monové&nalimund, et al.,

1998) Saleh, et al. (@08) andBradford, et al. (20122mployed an empirical

relationship between the ionic strength of the system and the sticking coefficient

or deposition effici esoldgollisiohsthatesult®m fr act i on
particle deposition). lonic stngth changes can also affect the surface charge on

both the particle of interest as well as the porous media surface. Saleh, et al.

(2008) found that the zeta potential of nZVI became less negative (note this trend

is system specific) as the ionic strdngicreased via additions sbdium and

calciumions, respectively.
1.9.3.2 Particle Detachment

Additionally, increasing pH has been found to release attached colloids
from natural sedimentgntil the increasing ionic strength (due to increasing pH)
starting to increase particle attachment to the point where it become the dominant

mechanisn{Bunn, et al., 2002)

Ryan and Gschwend (199%und that the surfageotential of the charged
colloids was not well represented by the zeta potential especially under high ionic
strength and high surface charge arsdead used surface complexation/double
layer method to calculate the surface potentigdso, the surfae potential of

mineral oxides as a function of pH can be estimated by using the Nernst Equation:

2.30XT
YO,i :T(szpci - pH) (134)

50



N

#EADOAO vdq " AAECOI

Where:pH,iis the pH at the point of zero charge for the mineral oxide of

interest.

1.9.4STRAINING EQUATIONS

Physically straining of articles on porous med@nbecome an important
process affecting particle transport and retentam.particles sizes approaching
the magnitude of the pore throats of the porous media, the effect of straining
becomes iareasinglyimportant for modeling transpobehavior If particles,
colloids, or droplets are injected into a porous media with a similar characteristic
size, a reduction in porosity and aquifer permeability can occur to partial or full
clogging of the pdicles in the porous media. If clogging occurs, the average pore
size (or throat size) is reduced, thus decreasing the overall aquifer permeability

and creates increased pressure gradients.

Y ) = (B2 0
0 (1.35)

Where:b is a fitting parameter as defined in Bradford et al. (2003) to fit the shape

of the retention profile, where straining effects are greatest near the column inlet.

— Smax = S 1.36
Y att S _ ( )

Where:Snaxis the maxinam solid phase concentration [M-].

These effects of clogging can have a great influence on the transport and

retention behavior of the particles or droplet. Clogging is typically experienced in
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the waste water sector with deep bed filtration methods used to improve water
quality by renoving solids from the liquid stream (e.g., slow and fast sand
filtration) with these filters require backwashing processes to remove the buildup

for solids to allow for continued fluid flow over time.

1.10PARTICLE TRANSPORT M ODELS

Transport and deposh of colloidal particles in porous media has been
widely studied with various modelsedto describe particle behavior. Particle
transport models based from the adjectiigersion reaction equations with
additional processes (i.e., particle attachmemhobilization, strainingto help
describe specific aspects of transport behavior, routinely used to describe
nanoparticle transport. Particle transport can exhibit a wide range of deposition
behavior from hypeexponential retention profiles, attributed to aggregation of
particles depositing near the column inlet, to linearly decreasing, to nonmonotonic

or monotonically increasing retentipnofiles (Goldberg & Scheringer, 2014)
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Table 1.6 Particle Transport Models
Model Processes Governing Mass Balance Equation Fitted References
Modeled Parameters
uC uC r, uS’ 5
T — (1.37) U Yao, et al., 1971;
" T NS, i Tufenkji &
Colloid filtration " ro BS_, o (1.38) Eliml r{ 2004
theory (CFT) Deposition EE =kyq . Imelech,
K, :wa\% (1.39)
o, IS "0 El'TUfl(_:‘mriji (2&004
» x = imelech, :
Dual deposition Fast [eposition rIJt ~ X NS Kt Tufenkji &
mode CFT Slow Deposition ﬁ— =fd,C+@1- f)d,,C Kd.s Elimelech, 2005;
Foppen, et al., 2007
(1.40)
_ _ " uC_  pC  r, pS Kq
Singlesite Deposition E = x&‘ ﬁﬁ Kk Kretzschmar, et al.,
deposition Remobilization | r, pS 1999
remobilization To oy c-Toks
NSy Mt ”SN (1.41)
WC_p HC_  KC /1S 7y 1S, | K S . 2001
it we | NS, it ns, o kliz Schijven, et al., 2001
Dualsite Deposition (1.42) K
deposition by S ry 2
remobilization | Remobilization | na i = :C” na kS (1:43)
Iy r
—%& =ky2C- ﬁkr,z%
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" WC_  W’C _ uC r, S kg
' | Deposition | = =p, == - v, =~ ﬁ— K, Johnson &
Singlesite H " H Sn Elimelech, 1995;
deposition Remobilization | 7, KS c. /oy s (1.44) aX Kasel etal. 2013
remobilization ns, Wt *” ns, " ' ! ;
and blocking Langmuirian 3 S
blocking Vo =1- S (1.45)
Singlesite uC b 2c HC 1, 1S Ky
deposition Deposition o hy' xﬁ' EE K Johnson &
remobilization roouS , Vs Elimelech,1995
and deth- Remobilization n—b— =ky C- n—bkrS Bradford, et al.,
dependent S K S 2003 Bradford, et
retention Straining Yy (x)= (M)-b al., 2004;Gargiulo,
(strairing) ds et al., 2007
iy uC . p’C uC  r, pS
Singlesite Deposition | “=-=Dy "z - vt o Kd Bradford, et al.,
S pt X M n§, Wt : )
deposition Remobilization | 7» HS ry Kr 2003;Gargiulo, et
remobilization, emobilizatio ns, it =Ky C- akrs Shax al., 2007
blocking, and iy (1.46) / Kasel, et al., 2013
Langmuirian S
depthdependent blockin y,=1- —
retention 9 S
(straining Straining (9= (d5§+X).b
50

Reproduced after that apgréng in Goldberg & Scheringép014

nis replaced witm-S,
Where:Ci s t he aqueous par’Sisdhesolid phase comceritratiant [ligga; ']; [viks ghA pore water

v el o c i'ttys timersfods the distance from columninlet[mki s t he b ul ®; Djis thedongitugina] k g A
dispersion coefficient [fas']; nis the porosity; Uis the attachment efficiency]{U, U, is the fastslow attachment efficiency [
I; f, fs is the particle population fraction associated Wit [-];dp is the singlecollectorcontact efficiency;kq, kq.2is the
primary/secondary site deposition rate constatit [s, k. » is the primary/secondary site remobilization rate constdiitys is
the Langmuirianblocking function[-]; yis the deptldependentetention function; Ky, Kysis the rate constant of deposition
associated with}, U, respectively [3]; bis the empirical deptilependent retention parametey [
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1.11ENCAPSULATION OF ACTIVE |NGREDIENTS

Solids, liquids and gases have been encapsulated to control release or
shield the core from the external environmental conditions. Encapsulation is
widely used for pharmaceutical delivery with chitosdginatemicrocapsulation
commonly used for encapsutat of a variety of biologically active structures
(e.g., proteins, enzymes, cells, etc.) partly because of it is biodegradable and non
toxic (Silva, et al., 2006; Luo, et al., 2019hitosaralginate has been used to
encapsulate nZVI aimed at remediation of(Pb Microbead encapsulation of
bacterial in gellan gum (363 pm diameter) has been investigated for use in
subsurface bioremediation of gasoline contamingfiboslemy, et al., 2002)
Encapsulation of the bacteria provided a physical barrier between the bacteria and
toxic hydrocarbons present, resulting in more effective degradation rates by
decreasing the bacteria adaptation timeframe to the subsurface conditions.
Laboratory colum experiments investigated the subsurface transport and
retention of the geéncapsulation microbeads (20 um diameter) finding that
effective transport and retention could be completed in sandy porous media to
create sufficient a bioaugmentation zghtoslemy, et al., 2003)TCE oxidation
via potassium permanganate (KMy)@as completed by slow release from
microcapsules (62000 um diameters) with either a single or multiple KMnO

grains cores encapsulated with various p@ss(Ross, et al., 2005)

Solid acidic phosphate kPO, phosphate buffer) was encapsulated with

a pHsensitive polymer (Eudradif S-100 methacrylic acid polymer) that
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degrades when the pH is greater than 7 toedese pH during denitrification
(Vanukuru, et al., 1998; Rust, et al., 2000; Rust, et al., 2@02fpchastic model
using a Monte Carlo analysis was employed to account for a distribution of mass
loading inthe macrocapusle core as well as the mass of the polymer wall to
describe the release kinetics. Aelion et al. (2009) encapsulated the same
phosphate buffer but here in a{pdénsitive polymer (Eudragit®-EO) that
degrades under acidic conditions, allowfagcontrol of acidic groundwaters. Liu
et al. (2008) used similar macrocapsules (here, 1.3 cm diameter, 80% Eldragit
S-100 methacrylic acid polymer) containing an acidic phosphate buffer
(Ca(HPOy),) for pH control. The release kinetics from said meapsules in a
batch system was successfully modeled using a first order rate expression (that
varies with pH) with respect to the mass of polymer and equilibrium chemistry
that included the possible complexation and precipitants with calcium and
phosphatéLiu, et al., 2008)However, due to the large size of the microcapsules,
the microcapsules could only be employed in the subsurface in the foriimef a

or point source addition
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Table 1.7. Summary table: particle surface mfbchtions for environmental remediatiopglications

Surface Modification Core Application Reference
Poly(methacrylic acid) nZVi Increase colloidal suspension stability for | Saleh et al., 2005
poly(methyl methacrylate) enhancedubsurface delivery.
poly(styrenesulfonate) Polymer coating designed to transport te oil
(PMAA-PMMA-PSS) water interface.

Olefin-maleic acid copolymer VAV Increase colloidal suspension stability for | Phenrat et al., 2011
enhanced subsurface delivery to target
entrapped NAPL.

Poly(styrene sulfonate) (PSS), VAV Use anionic polyelectrolytes to decrease Phenrat et al., 2008

Carboxymethyl cellulose (CMC), aggregation and sedimentation of nZVI

Polyaspartate (PAP)

Gellan gum Bacteria | Encapsulation of bacteria to physically shie| Moslemy et al., 2002
consortium from toxic contaminants

Waxy polymer blends (e.g., Bolerj KMnQO, Slow release of KMnO4 for TCE oxidation | Ross et al., 2005

wax, Piccolyte resin S115, Epoler

C-16)

Eudragif™ S-100 methacrylic acid] KH,PQO, | pH controlduring denitrification via the pH | Vanukuru et al., 1998,

polymer sensitive polymer encapsulation Rust et al., 2000, Rust et

al., 2002

Eudragit® EPO K HPO, pH control of acidic groundwater using apH Aelion et al., 2009
sensitive polymer macrocapsule

Eudragit” S-100 methacrylic acid| Ca(H.PO4) | pH control using a ptensitive polymer Liu et al., 2008

polymer macrocapsule

Alginate microcapsules (with Spa nZVvi Removal of Pb(Il) contamination Luo et al., 2014

85) waterin-soybean oil

microemulsion

Corn oil, Spar85 (nonionic ZV1 Enhanced subsurface delivery of ZVI partic| Quinn et al., 2005

surfactant) o#in-water emulsion using an o#in-water biodegradable emulsior

Soybean o#honionic surfactants | Coated RNIP| Enhancedubsurface delivery of surface Berge and Ramsburg,

(Span 80/oleic acidwater

emulsions

modified ZVI particles using an eih-water

biodegradable emulsion

2009
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1.12 OIL -IN-WATER EMULSION S

Emulsions are widely utilized in the food, medical and pharmaceutical
industries teencapsulate, deliver, and release active ingredients. Emulsions are
created by stabilizing a mixture of two or more immiscible fluids (e.g., water and
oil) with a stabilizing agent such as a surfactant that typically form spherical
droplets of one phase the other. Many types emulsionsystems can be created
such as conventional emulsions (i.e.;iniwater(o/w); waterin-oil (w/0)
emulsion); multiple emulsions (i.e., wai@roil-in-water(w/o/w) emulsion); solid

liquid particles; and hydroggl$McClements, et al., 2007)

The emulsion droplets characteristics determine the bulk emulsion
properties and thus the transport behavior of the emulsion as well as the release
behavior of the encapsulated ingredients. Impodamylet properties of the
emulsion include: droplet concentration, droplet size distribution, droplet charge
(e.g., surface charge, zeta potential), and properties of the droplet interface (e.g.,
interfacial tension, surface active species), all of wharhaffect the release rate
and extent of active ingredients from the emulsion. Bulk emulsion properties

including viscosity and emulsion stability play a role in emulsion transport.

Emulsions have been used in enviremtal remediation as means of} (a
mobility control due to thgiscousnature of many emulsior{s.g.,Costa & Lobo,
2001;Zhong, et al., 2001 b) enhanced contaminargcovery(e.g., Kwon, et al.,

2005 Lee, et al., 2007andas acontaminant stabilization technique (efpx &
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Meding 2005) c) as an amendment itself to promote remedial events such as
contaminant biodegradation (e.Bgrden, 2007)andd) as a delivery vehicle to
provide active ingredients to the subsurface (Berge & Ramsburg, 200%hen,

et al., 2011Ramsburget al., 2003)

1.13 EMULSIONS FOR M OBILITY CONTROL

To combat issues of incompletpatialamendment deliverywiscous
fluids, first widely applied in the enhanced oil recovery sedtare beenusedto
aid in successful subsurface delivanjheterogeneous porous medvobility
control techniques involvircing viscoussolutionsto flow through both lowand
high permeability regions by increasing pore pressures suctrtsaflow
occurs(Jackson, et al., 2003yolymersand surfactantsan be added to aqueous
solutions to increase the viscosity to aid in NAPL mobilizatibtany viscous
fluids can be directly injected to help pro
remedial amendments to the subsurfaweh asemulsified oils emulsionsliquid
suspensions, polymer solutioragd molasse®il-in-water emulsions provide
mobility control viaa different mechanism than viscosity difference between
phases, by capillary driven mobility contrtthe trapping of oil tbplets in the
pore throats of the porous medliat creates flow bypass due to altering local
pressure gradien{€obos, et al., 2009; Guillen, et al., 2012)he capillary
number (i.e., the ratio of viscous fordessurface tension) can be used to
determine the ability of an emulsion for mobility conti©apillary number is

calculated as:
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Ca= ”g"x (1.48)

Cc

Where:g. is the viscosity of theontinuougphaseyy is the pore water velocity;
and( is the surface tension of tkentinuougphaseGuillen, et al. (2012) found

that at low capillary numbers emulsions provided mobility control.

Unlike for oil recoverywhere the intent is to mobilize DNAPL from the
subsurfaceviscous fluidscanalsobeused to help ensure contact between the
additives injected and tlentaminants in heterogeneous medhiar example,
mobility control using solutions of xanthan polymers can be used to provide
amendments for enhanced bioremediation to lower permeabdiynsto help
limit contaminant rebounding via diffusig¢dackson, et al., 2008y for delivery
of the chemical oxidant sodium permanganate (Nailf® TCE removal in a
heterogeneous medjananizadeha, et al., 201%)niform delivery of remedial
amendmentbas been accomplishedingemulsionsfoams andshear thinning
fluids in highly heterogeneous media in bo#iwsated and unsaturated zones
while limiting contaminant mobilizatio(zhong, et al., 2008Zhong, et al.,
2011) Foamg(as oitin-water emulsionsgan also be utilized for mobility control
by clogging up the low permeability zones tedieect flow through higher

permeability regiongLi, et al., 2010)
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1.14 EMULSIONS FOR ENHANCED CONTAMINANT SOLUBILIZATION

AND STABILIZA TION

Surfactant enhancesblubilizationis a widely known remediation
techniqudor NAPL; howeverhas some limitations (e.g., high cost and loss of
surfactant to uncontaminated subsurface regi®eatini, et al., 1996The
injected surfactant is able to decrease the interfacial tebstoreen the
hydrophobic contaminamind the aqueous phaseking it more water soluble
and in some cases creating microemuls{oes a thermodynamically stable
emulsion)to aid incontaminantremoval Above the critical micelle concentration
(CMC), colloidal sized micellewill be formed with a hydrophobic (i.e., oil)
interior surrounded by surfactant molecuddlswing organic contaminants to
partition into the micellar core and magithe micelles themselves water soluble
(Shiau, et al., 1994}his system is deemed a Winsor Type I. When the
proportions of the oil and water phases are similar (i.e., a Winsor Type Il system)
microemulsionganbe formed dbwing for increased removal efficiencies
through ultralow interfacial tensionl theratio of oilto aqueouphase is high
then reverse micelles will be formeckating a Winsor Type Il conditigine.,
hydrophilic interiorand oil exterior) increasingater solubilzation in the
hydrophobic phas@Vinsor, 1948;1954) In addition to phase ratios,icelle
formation is also affected by other factors such as surfactant type and

concentrationhydrophobic chain lengtilemperatureandsalt concentratian
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Contaminant solubilization calsobe enhanced with the addition of a
emulsifiedhydrophobic phase; for example up to 11,000 ppm of TCE or 18,000
ppm of PCE was found to be adsorbed into an emulsion and subsequently flushed
out of a column with a 2% (v)wil-in-water emulsion (corn and olive oils)

without generation of aontaminanNAPL phase while still removing more than

98% of the emplaced contaminant més=e, et al., 2007)Kwon et al., (2005)

also successfully removed DNAPL contaminants through enhanced solubilization
with 0.52% (v/v) silicone oil emulsionontaminartNAPL migrationis a

concern with surfactant and emulsion remediation technologies and mobilization
should be investigation veim adding additional NAPL to the subsurfgennell,

et al., 1996)

One characteristic dfydrophobicedible oils (typical material of eih-
water emulsions) to note is their ability to sequester aqueous @ivaseninants
(e.g.,chlorinated solvents, and their degradation daughter products (i.e., PCE,
TCE, cisDCE, and VC), into the o#NAPL phase. An experimental study found
that foodgrade soybean oil had oil: water partitioning coefficieKtg {o be from
22 to 1200 fo PCE down to VQPfeiffer, et al., 2005) Contaminants with low
agueous solubility (e.g., chlorinated solvents) will undergo reversible partitioning
back into the NAPL source zone phase pre@eamsbug, et al., 2010)
Sequestration of such contaminami® NAPL can reduce mobile, agueous
contaminant levels ithe groundwater significantlyhus affectingeducing the

availablecontaminantmass for degradation. Partitioneshtaminants into the
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emplaced edible oil @sewill be rereleased from the oil phase as the oil
degradesind must be taken into account in a remediation. planexample, neat
SBO was directly injected via injection wells at an industrial field site; down
gradient monitoringndicated that initially the chlorinated solvents present
partitioned into the SBO and slowly dissolved back out into the groundwater over
time where the contaminates underwent reductive dechlorin@aden & Lee,

2002)

1.15EDIBLE OILS AS AMENDMENTS FOR ENHANCED

BIOREMEDIATION

Edible oils are widely used to promote anaeralgigradation thatid in
degrading many types of subsurface contaminants such as: perchlorate,
explosives, dissolved metals, nitrates, sulfates, and chlorinated solvents. Injection
of edible oil can be done by injecting a neat NAPL phase or by creating a water
in-oil emulson (e.g., vegetable oil, emulsified vegetable oil, emulsified edible oil,
etc.) to provide substrate and create anaerobic conditions to aid in microbial
degradatior{Air Force Center for Engineering and the Environmental , 2007)
Qil-in-water emulsions (e.gof commercially available productBOS®(Borden
& Lee, 2004;Borden & Lee, 2009)are used to provide lortigrm support for
sustained subsurface anaerobic biodegradation for a variety of contaminants such
as: nitratgHunter, 2001)chlorinated solventd.ong & Borden, 2006; Borden &
Rodriguez, 2006; Lee, et al., 2007; Hiortdahl & Borden, 2014; Harkness & Fisher,

2013) explosiveqe.g., TNT)(Fuller, et al., 2004)perchlorat€dHunter, 2002)
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acid mine drainage (i.e., sulfate and heavy mefhisjlow & Borden, 2005)
Uranium(Watson, et al., 2013nd even herbicides (e.g., Atrazifelunter &

Shaner, 2009y supplying sufficient longerm electron donor derived from a
carbon source or immobilizing the contaminant. The edible oil(s) Gagbean

oil) contained in the oiin-water emulsion provide a slow release of carbon to
promote contaminant degradation. Electron donor can be added to the subsurface
in a variety of forms such as acetate, lactate, glucose, and hydrogen to promote
aerobt contaminant degradatiorcid mine drainage containirulfate 60 )

and heavy metals were significantly reduced when emulsified soybean oil was
injected into column experiments along with additional amendments including
ammonium phosphate dibas{®NH,).HPQOy), microbial inoculum, molasses, and
yeast extractLindow & Borden, 2005)The degradation of neat PNAPL was

able to enhanced by flushing of emulsified edible oil for electron donor, colloidal
Mg(OH), buffer for (H control, and inoculum to supply the microbial
consortiumgHiortdahl & Borden, 2014)Many studies have investigated the
potential of using either neat edible oil or emulsified oil to provide electron donor
to the subsurfacéoth with and without additional amendments injections, for
enhanced bioremediation without attempted to delivery additional amendments
heldwithin the oil phas€Hunter, 2002Coulibaly & Borden, 2004Fuller, et al.,

2004 Lindow & Borden, 2005; Coulibg, et al., 2006Borden, 2007.)

1.16 EMULSIONS USED TO DELIVER REMEDIAL AMENDMENTS
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Macro enulsions have been employed to deliver remedial amendments to
the subsurfacéBerge & Ramsburg, 2009; Ramsburg, et al., 2088)endment
stability, delivery and transport can be enhanced through an emulsification
process. O#in-water emulsions containing food grade biodegradable oil and a
stabilizing agent have been created to improve delivery of amendments (e.g.,
ZV1) to subsuface(e.g.,Berge & Ramsburg, 2009; Quinn, et al., 20@)en et
al. (2011) have investigated delivering of amendments, in the form of
nanoparticles, held within foam for remediation. The authors found that the
transport of surrogate latex microspheréemw held within surfactant foams was
significantly enhanced compared to an injected suspension of niieresp

through the vadose zone.

1.17 EMULSION STABILITY

Emulsions are only kinetically stablithermodynamically the interfacial
area between the twahases present in an emulsion want to be at a minimum (i.e.,
phase separation). The use of emulsifiers and stabilizing agents will decrease the
interface tension between phases allowing for the emulsion to stable over longer
periods of time by inhibitingrdplet coalescendg.g., by creating a physical
barrierfilm to coalescence at the interfadegreasing the energy barrier to reach
the primaryenergy minimumeor enhancing stability via steric stabilization
Emulsion stability is often assessed udigvO theory to determine the total
interaction energy between emulsion droplets. See equati@s/® theory

section.lonic strength, temperature (because of the influence on interfacial
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tension), pH (i.e., surface charged interfacial tension dependeran pH and
surface active agents all play a role in emulsion stalfKiokal, et al., 1992)
McAuliffe (1973)found thatoy adding NaOH (i.e ¢changing thgH) to the
agueous phaga a highly concentrated emulsion (70% gilje droplet size
distributionvaried due to the neutralizatiof surface active acids. The author
found that the droplet size decreased with increasing NaOH, thus increasing

emulsion stability.

1.18 MODELING EMULSION TRANSPORT IN POROUSMEDIA

For dilute stable emulsions, researcher have foundrtratport through
porous media is typically characterized by the following attributes: (1)
monotonically permeability decrease over the course of emutgextion; (2)
dropletsare retarded, eludingter than at one pore volume; (Brmeability
reduction increases with increasing droplet-ginee size ratio; (dihcrease in
flow rate tends to inerase reduction of permeability; (5) steady state conditions
are reached over time; and (6)heemukion is followed by a water flush,
emulsion droplets will elute for about one pore volume bubtignal
permeability reductiomvill persist(McAuliffe, 1973; Devereux, 1974l#lvarado

& Marsden, 1979500 & Radke, 1984a)

Three models have be&rmulated to explain the transport behavior of
oil-in-water emulsions in porous media: (a) continuum bulk viscosity model; (b)

droplet retardation model; and (cheodified filtration model.
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1.18.1 BuLk VIscosITY MODEL

For concentrated emulsionssianplebulk viscositymodel was developed by
Alvarado & Marsden (1979) as ed o n (Da cac bhenodifedvdr s
viscous fluidsf needed (i.e., for noNewtonian fluds)Dar cy6s | aw t hat car

utilized for Newtonianfluids isshown n Equation 1.49.

q:iDp

m (1.49)

Where:q s the Darcy flux [L/T];ais the intrinsic permeability of the media’[L

¢ is the fluid viscosity [Pa-TJ10 is the pressure gradient vector [P3a].

This model treats the flowing emulsion as a single continuous phase
insteadof handling droplet transpoaind thus does not predict any loss of mass to
the porous media in the form of droplet retentibhis model does nabnsider
any permeability losspredicing emulsion breakthrough occurring at one pore
volume after injectionThe bulk viscosity model can be applied to both
Newtonian anahon-Newtonian fluids where it is assumed that emulsions follow
Newtonian behavior at concentrations below 50%kaikal, et al., 1992)Many
models exist for flow of noNewtonian fluids in porous medihat usea
relationship to describe how viscosity changes with shear $&gsspower law

mode] shear thinning modelsic).

Fordilute emulsiongi.e., Newtonian fluid) thevalue ofviscosityhas

only minor effects oemulsion transpoK8 um droplet sizein porous media
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Kokal, et al. (1992joundthatemulsion transport was similar for emulsiavigh

comparablaroplet sizes bt having an order of magnda difference in viscosity

1.18.2 DROPLETRETARDATION MODEL

Conceptually the droplet retardation model assumes that droplets larger
than pore throats will undergo deformation in order to squeeze through a pore
contraction. Any permeability losses due to droplet deformation will be reversed
once water is flushed e systenf{Kokal, et al., 1992) As adroplet encounters
a poreconstrictionthe velocityof the moving dropletiecreasegas compared to
the continuous phaskie to capillary resistangeesulting in permeability loss.
When a droplet is held in the porous media by straining, if enough permeability
change occurs around the strained droplet it ca-baspendedqueezed
through the blocked pore throat or the droplet can be broken up into smaller
droplets that can passtiugh the pore throaBreaking up of droplets during
transport in porous media will change the distribution of droplet sizes from the
influent to the effluent. This model can only account for retardation in emulsion
transport and reversible permeabilitgses but cannot account for any droplet

retention onto the porous media.
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DROP DIAMETER, Dg, um

Figure 1.11:Influent andeffluent dropletsize distributions.
(SourceSoo & Radke, 1984a)

FLUID PERMEABILITY IN MILLIDARCIES

Figure 1.12:Effect of dopletsize on permeability reduction.
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Hofman & Stein (1991found significant permeability loss (reduction down to
35% of initial permeability) when flowing 2% (v/v) stabilizedemulsion (droplet
size aprox. 5-9 um) through glass beadgrain size 4660 um) Cobos et al.
(2009) described emulsion flow by droplet blockage of pore thtoatescribe

the flow of oikin-water emulsions in capillary tubes.

1.18.3 FILTRATION MODEL

Adaption of thedeepbed filtration model has been applito dilute
emulsion transpornost notably bySoo & Radke 1984,1986 where emulsion
droplets can be retardedh strainingas well as interacting with the porous media
allowing for dropletcaptureand remobilizatior{i.e., principles of colloid
transport and retentiorflowever, there are some notable difference between
emulsion droplet transport and traditional particle transport. For exachgleges
in local permeability alter flow paths in emulsion transport wihendroplet sizes
are of similar scale to pore diametdrstypical particle transport models the
alteration of local permeability is ofteregligibleand disregardedsoo & Radke
(1984) define two droplet retention regimes to enhancentfwhanistioziew of
droplet transport in porous media; the fregjimeis when droplets areaptured
predominately viatrainingand the second via interception mechanisrhg. rate
of droplet capture via straining has been found to be dirpatiyortionalto the
flow rateand can be described by a strainiittgation theory for deformable
drops.Soo & Radke (19841986 derive mathematical expressidios filtration

modelng of diluteemulsion droplets with the assumption that emulsions are one

70



N

#EADOAO vdq " AAECOI

dropletsize(although the model can be updated to include a distribution of
droplet sizesputthatthe porous media has a range of grain sizes and pore
throats. This model handles the transient changes in permeahditpcal flow
redistributionthat dfect defornable droplet transport using three parameters: a
filter coefficient, a pore flow redistribution fact@nd a local flow restriction

factor.

1.18.4 DROPLETSORPTIONMODELS

The oil droplets of theil-in-water emulsions will be retained on porous
media depending on the affinity and capacity of the droplets for the subsurface
materials as well as properties of the groundwater flow. Coulibaly and Borden
(2004) found that oil droplet retention is profanal to the clay content in the
soil, with increasing retention in higher clay porous media. Clayton and Borden
(2009) modeled oil droplet retention to solid particles using diratted
i sotherm to descri be t hadvecibm-dispecsibA on t er mo i
reaction ADR) transport equation through the equilibrium concentra@®pi
the linear driving force model for mass transfer being defind¢ldeastandard
agueous phase expressi@gation 150) and he solid phase concentration is

thendetermined by the following equation:

LE =K ﬁ(c_ ch) (150

Where:Knis theliquid-solid mass transfer ragmdC’ is defined as:
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C =S(KK,- K,;9)* (1.51)

Where:K; is the Langmuir binding constant¥M™] andK is the maximum
sorption capacity [MM™]. The authors used this modeling method to predict oil
retention in a 31 heterogeneous domain with previously calibrated sorption

isotherm parameters and mdsmped transfer coefficient.

1.18.5VISCOUSFINGERING

Density and \scositydifferences between two fluids (regardless if fluids
are fully miscible or immiscible) in porous media can create instabilities in flow.
When a less dense and/or less viscous ftuidjectedafter a more densmbre
viscous fluid, heless viscousolution tends to penetratee other fluidcausing

Aviscous (Homsy G981 i ngo
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Figure 1.13 Example of viscous fingering of a less viscous solvent into a more

viscous oil phas€SourceKoval, 1964)
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Viscous fingering alters the flow fromaking the standard assumptions of
transport being dominated by advective and dispersive foreakd at the front
between the two fluidsFor miscible fluids, e effect of viscous fingering on
transporican beaccounted for usingveraged models or wittirect numerical
simulationsof the physical fingering proceés.g., Koval, 1963Sorbie, et al.,

1995)

1.18.5.1 Koval averaging method

The first averaged model was developed by Koval §1@fere the
averagesolventconcentration in théngersis denotedC with thesolvent
fractional flow of the total volume (C) modeledassumingriscous fingering
growthis linearwith time. Several modelbave beemsed to describe the
fractional solvent flowf (C) (e.g.,Koval, 1963; Todd & Longstaff, 1972, ekc

The Koval (1963) modas widely useddue to the model simplicity (e.g., Sorbie

et al., 1994; Tchelepi, 1994).

The flow front where \gious instability occurs (i.ewhere dess viscous
solution ispenetrating into the more viscous solution) caddm@ved from a
material balancéoval 1963) In the work of Koval, lhe less viscas phase is
deemed the solvent displacinggse; and the ame viscous, theesidenfphase
When addressindisplacements involvingil-in-water emulsionghe emulsions
typically themore viscous phase, though it should be recognized that the viscosity

of either phase can be manipulated using thicigeagentsuch as xanthum gum.
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1 _df(©) (1.52)
PV, dC '

Using the expressiofor fractional solvent volumas defined boval (1963) the

equation can be rewritten in termsfqtC)

f((_:):K—C_:
1+(K - )C

(153

Where the derivative with respect(€) is:

df (C) _ K
dC ~ (1+(K-1)C)?

(1.54)

SinceC is difficult to determine experimentally, it can be eliminated from the
equation and instead written in ternfsf¢C) andPVp by pluggingand

rearrangingn resulting in:

f(C)=- (155

Since pore spads eitheroccupied by solvent ail (i.e., f, + f; =1); the

fractional flow in terms ofg can be described fd?PV, ¢% andPV, >K, as:

K
PV,
K-1

+1

fo=1- f(C)= +2  (156)
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The mobility ratio,M, is defined as the mobility of the displacing phase compared
to the mobility of the diplaced phasd&he mobility ratias widely used in

engineerinditerature to determine the resistance to flow at a given fluid

saturation.
M = Ko /& (157)
Ke /73

Where:kp ,kr are the relative permeability of thess viscous displacing solution
andthe more viscous resideplhase, respectivelyp , Ur are the viscosity of the

displacingandresidentphass, respectively.

Typically it is assumd that relative permeabilites are equal and constant;

simplifying the mobility ratio to the ratio of the solution viscosities.

However, mixing occurs at the displacing front between the solvent and
theoil and thus an effective mobility ratig, is needed to correct for this mixing
font. Koval (1964) examined experimental data acquired Btakwell, et al.
(1960)and estimatethe mixing ratio was approximately 78% displacing fluid
and 22% displacedr residenfluid in heterogeneous systems that limit flow

effects. Thus, Koval computes the effective mobility rafioas:

E =[0.78+0.22M**]* (1598

76



N

#EADOAO vdq " AAECOI

Koval alsoapplies a heterogeneity factét, to account for channeling and
dispersion effects and alludes to the fact Hhatay be a property of the porous

media and independent of the mobility ratio
K=HCd (159

Transport can then be modeledhe fingeing regionas the spatial

average solvent concentratid®, However, it should be noted that sinCeis

the spatial average solvent concentration it is directly comparable to experimental
results bunot directly applicable when considering other mechanisms affecting
transport behavior (e.g., athment, detachment, strainipgpcesses) since these

processes occur based on the actual concentr@iomwt the averaged

concentrationC . When the dispersed phase of the emulsion is conceptualized as
a solute (as in colloid filtration theory), viscous instabilities manifest as dispersive
mixing. In fact, the Koval model has be directly linked to solute dispersion by
relating the flux seraged expression to the analytical solute transport solution to
produce an empirical expression describing instabilities as dispersive mixing

(Flowers and Hunt, 2007).

Viscous effects were incorporated by adapting the method of Flowers and
Hunt (2007)which relates viscous mixing to effective dispersion. Koval (1963)
described theormdized effluent concentration resulting from viscous fingering

using Equatin 1.60.
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eqq- |EH
C(PVy) _ PV,

C, EH-1

(1.60)

Where:C is the effluent concentration during displacementlN]; PV is the
volume of displacing fluidntroduced normalized by the pore volume of the
medium []; Cy is the initial concentration of the viscous (i.e., resident) solution
[M-L]; andH is aheterogeneity factdr] to accout for channeling and

dispersion (i.e., physical heterogeneities).
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Flowers and Hunt (20Q/suggest rearrangirigquationl1.60 for P\p in
order to substitute the expression into a dimensionless form of the approximate
analytical solution (Freeze and Cherry, 1979he validity of the approximate
analytical solution is highest at high Peclet numBe.( Viscous instabilities,
however create conditions effectively increase mixing (i.e., effectively decrease
Pe). Thusthe Koval solutiorcan be linkedo the more robust Ogata and Banks
(1961) solution to thadvectiondispersion equation. This methpbduces an
expression for a dispgontlike term,D,;s that can be added to existing
formulations ofD, to capture the influence of viscous effects on mixing when
assessing the applicability of colloid transport models across a wide range of
emulsion concentration. SubstitutiohEquaton 1.60 (rearranged to be in terms
of PVp) into the dimensionless analytical solution of Ogata and Banks produces

an expression that can be solved iteratively to determine the depend@ace of

and thud,;s, on the product BEH. The solution, forCE of 0.9 as per Flowers and
0

Hunt (2007), is shown iRquationl.61, respecting the bounds Koval placed on

his solution in terms dP\p.
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Figurel.15illustrates the difference between the both the analytical
solution used in Flowers and Hunt (2007) and the Ogata and Banks (1961)
solution which provides higher accuracy in high diffusion systems (i.e P&w
as well aghe potential difference of the solution as a function of concentration
(i.e., C/G=0.1 vs C/@=0.9). Here, the expression for GHD.9 was selected for
further use in describing the effect of viscous fingering on emulsion transport.
Although outside thecepe of this work, further investigations may benefit in
understanding any potential role of concentration on these correlations (i.e.,

concentration dependent functionalityRéandE).

The final Ogata and Banks (1961) correlation limited by the bounds
defined by Koval is shown iBquation 1.&. This expression gives the additional
dispersive mixing term from the viscous instabilities in termBpfrhich can be
added directly to an ADR expression.

01395 (EH -2 (EH) <PV, <EOH
ns, (1.61)

0 PV, <(EGH)'& PV, >EGH

1.190IL AND EMULSION SUBSURFACE TRANSPORT AND RETENTION

BEHAVIOR

In order for edible oils to be utilized for remediation efforts adequate
transport, delivery and retention of the oil droplets needs to occur over the target
zone of treatmentOil dropletscan be envisioned to be retained in porous media

by similar mechanissias govern particle deposition ondtsmately coating the
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sand surface and filling the pore spdcboratory experiments are typically
completed with a homogenous porous media; however, heterogeneities exist in
the fluid. In heterogeneous media, droplet retention can be increasingly complex,
creating less uniform droplet retention due to differeningability zones

throughout the subsurface (Clayton and Borden, 2@#8jsion retention in
laboratory experiments and in the field is highlighte@able 1.8 With neat oils

a significant amount of oil will be retained in the pore spaceulibaly and

Borden (2004) found between 1 a2 Ib-oil- ft® of neat oil was retained and 0.1

to 11b-oil-ft retained when injecteas an oiin-water emulsionSeeTable 1.8

for experimentatetertion behavior of oin-wateremulsions
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Table 1.8:0Oil-in-wateremulsionretention in variouporousmedia

Maximum Emulsion Retention Effective Emulsion
Porous Media (Column Experiment) Retention Reference
[9/a] [0/d]
: . . 0.0066 :
Sandy mixture with 7% silts and clay 0.0054 (Box experiment) Coulibaly & Borden, 2004
: . . 0.0035 :
Sandy mixture with 9% silts and clay 0.0061 (Box experiment) Coulibaly & Borden, 2004
: : . 0.0037 :
Sandy mixture with 12% silts and cla| 0.0095 (Box experiment) Coulibaly & Borden, 2004
Aluvium, clayey sand 0.0037 0.0013
(Maryland field site) ' (Field test)
Sandy clay with rock fractures, low
permeability Not Measured 0.0017

(Burlington, NC field site)

Gravelly sand with high permeability

(Indiana field site) Note Measured 0.002

Source: AFCEE, 2007
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Investigation into the delivery behavior of both neat and emulsified oils
found that injection of neat oil created moderate to high permeability loss in
typical subsurface materials, whereas stabkneivater emulsions have more
desirable delivery chartaristics(Coulibaly & Borden, 2004) Injection of neat
soybean oil is only successful for course sands and otherwise has been shown to
result in large permeability loss and ineffective oil distribut©lay content was
found to play a role in oil retention with more retention for soils with higher clay
contentgCoulibaly & Borden, 2004) However, injecting emulsified oils has
been shown to give an effective distributieith limited permeability loss
(Coulibaly, et al., 2006; Long & Borden, 2008Yhen emulsion droplets (0.7 to
1.2 um mean diameter) were injected into@a&juifer cell and followed by a
water chase, effective and torim distribution was achieved that could be
successfully modeled using a colloid transport model withrgmuirian
blocking function in both homogenous and heterogeneous porous (el et
al., 2006) A different experimantally based study modeled the retention of
emulsion oil droplets in porous media using a rate limited Langmuir isotherm

(Clayton & Borden, 2009)

Many of the emulsion retention experiments were completed with the aim
of adding edible oils to the subsurface to support remedial activitiesamount
of degradable oil needed to supply sufficient electron donor for microbial
degradation is typically nah less than the amount of oil retained in porous media

when attempt to achieve uniform oil retent{@ar Force Center for Engineering

85



N

#EADOAO vdq " AAECOI

and the Environmenta007) Such oitin-water emulsions can be employed in
the subsurface as a permeable reactivedrdfPRB) where contaminated
groundwater flows through the emulsion zone for treatment, via injection wells
into the source zone, or in a recirculation type sysfeRCEE, 2007) Laboratory
experiments investigated the use of soybean oil coated sand grainso{ll§é g
sand) in a permeable barrier to promote denitrification, finding that the hydraulic
conductivity reduced with increasing oil contéHunter, 2001) Injection of pure
edible oils into existing osite wells can be completed by an oil injection
followed by a water flush or via a puglll technique. For example, an injection
of pure soybean oil followed with a water chase was employée Maval
Support Activity MidSouth, Tennessd@ir Force Center for Egineering and

the Environmental2007)

1.20 REACTION OF AMENDMENTS AND CONTAMINANTS

Transport and retention of active ingredients is only one part of successful
use of amendments foemedial efforts. The reaction mechanisms between
amendments and contaminants must also be considered. With any subsurface
contaminantsteaction can be dictated by chemical or mass transfer limitations of
active compounds once delivered to the contaminafttsough, much emphasis
has been placed on emulsion transport and retention the mechanisms governing
the rate of reaction and potentakalinity release from these ai-water

emulsions are not well studied.
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Release and chemical reactions can be limited by either: 1) the chemical
reaction rates of the species (e.g., slow reaction rate between two compounds);
and 2) by mass transfef the reactive species (e.g., transfer across a phase,
diffusion away froma dissolvingsurface) Many aqueous reactions are essentially
instantaneous and so it is often assumed that mass transfer rates limit the overall
reaction rather than the chemicaaction ratesHowever, mass transfer can
dictate in many systems due to such processes as the kinetics of particle/mineral

dissolution and rates leading to the partitioning of solutes between phases.

1.21 M ASS TRANSFER AT THE OIL -WATER INTERFACE

The tiansfer of mass across an integde.g. Jiquid-liquid interfac, solid-
liquid interface, etg.can be described using several mod&sny models can be
used to conceptualizffusive mass transfer across an intedaucluding

equilibrium distribution film theory, andsurface renewal models

1.21.1 EQUILIBRIUM PARTITIONING

Contaminant partitioning assumes tha toncentration of a component
in one phase is proportional to the concentration of that component in a different
phase connected via arnerface.This model is commonly applied to systems of
low concentratiomssuminghatlocal equilibriumhas been reachedypically,

the proportionally is assumed to be linear as is described as follows:

1 _ 2
¢ =Ke" e
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Where: the subscript indicates the compongmind the superscript the phase,
andK is the equilibrium partitioning coefficientany groundwater models
assume equilibrium partitioning between NAPL and aqueous phase$Rede

& Abriola, 1986)

1.21.1.1Local equilibrium approximation/assumption

Local equilibrium modelarewidely used in transport modeling to
account for the mass exchange between two phases of interesof@iipn to
solid surfaces, mass transfer betwagqoneous and NAPL phasedc). Local
equilibrium assumes that the processes (chemical and/or physical) are sufficiently
fast compaed to the bulk fluid flow rate; howevef these processes are not fast
enough then the system is considered to be at either physical or chemical
nonequilibrium conditions. Valocchi (1985) derives conditions for homogenous
soils when the local equilibrium assumption (LEA) is valid for kinetic mass
transfer models (both physland chemical limiting cases). When LEA is not
valid, then local equilibrium models will incorrectly predict mass transport. For
the case of dissolution from NAPL droplets, if LEA is not valid then models using

this assumption will over predict effluecdncentrations (Seeégure 1.5)
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Figure 1.16: Influence of flow velocity on deviation frohecal equilibrium
assumption (LEA) for steady state NAPL dissolution in varying porous media.
(SourcePowers, et al., 1992)
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When the locakquilibrium assumption isotvalid thena chemical or
physical processs limiting mass exchange in the system. If transport of solutes or
reactive species is the limiting step, then the system is considered to be in
physical nonequilibrium and the kinesiof transport must be considered when
developing a transport modelth mass transfer between phase®stcommonly

conceptualized usinym theory, asurface enewal modelor penetrationhteory.

1.21.2 FiLM THEORY

Film theory assumebat mass transfer of a component between phases is
controlled by diffusion over thievo thin films ofphase interface.fie bulk phases
areassumed to beell mixed {.e., mixing within each bulk phase is sufficiently
fast incomparisorto transfer betweephasesand the thin films at the interface
are stagnant layers controlled tpyasisteady statdiffusion. By definition there
must be two films at an inteice however, typically one side is assumed to

control the overall mass transfaite
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Figure 1.17: Graphicrepresentation dfvo thin-film model for interphase mass
transfer
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Mass flux(from phasd to phasdl) across a film can be expressed as:
Q. = kl— I ‘%,Lu (CI* - C|) (1.63)

Wherex,_, is the mass flux ahe component from phase Il to phag®iL >-T];

k. , is the mass transfer coefficigor phase | to phase Il fr; a,, , Isthe

specific interfacial area between the phases [101]js theequilibrium

concentration of the component in phagil IL7).

The specific interfacial area is a difficult value to measure or estimate
especially in porous media when only a portion of the NAPL interface may be in
contact with the flowing aqueous phase, with the remaining surface area in
contact with soil grainsStill, the interfacial area can be estimated using either
geometric considerations or thermodynami@sshape factofy) can be applied
to the interfacial arefor geometric estimate® account for any shape
irregularities (i.e., variations from spherichlapg¢ , wher rtiogfthes t he
measured mass transfer coefficient to the mass transfer coefficient calculated from
an applicable correlatiofhere are shape factor correctionsrforrspherical
solid particlesetc. in the literatureAdditionally, interfacial area can be
predicatedhermodynamicallysing capillary pressures, the degree of NAPL
saturation, anthterfacial tensiorfRose & Bruce, 1949%Grant & Gerhard, 2007)
Kokkinaki, et al. 013)found that thermodynamic models for estimating
temporal interfacial area over the course of NAPL dissolution required less

system calibration than geometric models for estimating specific surface area. The
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authors were able to correlate mass transfeficaefts calculated using
Sherwood correlations and soil propertiekwever, f the specific interfacial

area isassumed to be constant with tirtieen it can be combined with the mass
transfer coefficient to give a lumped mass transfer coeffiéigpt [1/T] (Miller

et al., 1990; Powers et 41992, 1994)mhoff et al. 1994Zhang and Schwartz
2000).Additionally, the stagnant thin film model assumes mass transfer is solely
a product of diffusive transport when in fact mass can be transferred between
phases by diffusive, adjective, and other phenomena (e.g., chemical kinetics)
(Miller, et al., 1990) To describe mass transfer in a more mechanistic form, the
impact of local velocitieand the differences iitow around a sigle sphere

versus flow through pous media needs to be considematt thusnany

empirical correlationbave been developed ¢éstimate the mass transfer

coefficient for a variety of conditiorend interphases

In porous media, correlations employitng Sherwood number, grain size,
and the molecular diffusivity have been developed.( Miller et al., 1990;
Powers et al., 1992, 199%far liquid-liquid interphag mass transferThe
theoretical idea of the thin film mode&n then be extended and tem in terms
of the Sherwood numbgBh[-] with the characteristic length specific forrpas

media based on grain size as follows:

k., , =Sh2L
| dso  (1.64)

Where:dsg is the mean grain size of the porous media [L]
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When considering massansfer from an organic liquid or n@gueous
phase liquid (NAPL), the Sherwood number can then be empirically related to
Reynol do Re amdiNABLesaturdtionsy) by the following relationship

format
e
Sh=a re CSNg (165)

Where:U, b ando are dimensionless fitting parametdgpPeclet numberRe) is the
ratio of advective to diffusive ratef.e.,Pe=L-U/D where L is the characteristic
length[L], U is the fluid velocityL- T™] andD is the diffusivity [L>-T™]);
Reynolds numberR# is the ratio of ineital forces to viscous forces (i.e.,

Re=U } /E or for porous medi&e=vy} gle) wherevy is the pore water velocity
[L-TY; } is thedensity of the flowing fluid [ML]; d, is the grain size diameter
of the porous media [L]; arelis thedynamic viscosity of the fluigM- L]. Still,
here three fitting parameters are required to give insight into a single lumped

parameter.

Many Sherwood number mass transfer correlations have been developed
for various appliations and specific conditions. The correlations that are relevant

to NAPL dissolution fromentrappedyanglia are presented Trable 1.9.
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Table 1.9 Sherwoochumbermasstransferrate orrelationsbased on experimentahth

Dissolution from Entrapped NAPL

Oil dissolution in
porous media
(pools)

NAPL droplet in
porous media

NAPL blobs with
changing surface
area as dissolutiol

occurs

Range of Applicability Correlation Reference
0.5 < Pe <50 Sh=0.55+0.25P¢e"® Pfannkuch, 1984
1 <Pe<200 Sh= 77.6r58 Powers, et al., 1994b
Sh= 44Re>526 P37 Nambi & Powers, 2003
0 <\&0.04 a 087 s 0715 X o031 Imhoff, et al., 1994
1<Pe<25 Sh=3400,""' RE"Q )
1. 4260180
50
10 < Pe <250 Sh=57.7arRe***d,,°U,** Powers, et al., 1992
10 < Pe <170 Sh= 4_13@e0_589(%)0_67vlo,geg(q_N)b Powers, et al., 1994a
dy, No
b=0518+ 0.144(%) +0.10U,
M

t he di amet er

of

a

dypietioeiinitiahviblunsea n

U, is the uniformity index{sy/dio); nis porosity:Scis Schmidt number defined 80/ },,;/Ris the molecular diffusion coefficient of the
NAPL source solute in the aqueous ph@dider, et al., 1990)dy i s

fraction of NAPL;dy is the volume fraction of NAPL(X/0s0) is the dimensionless distance into the region of residA&IL
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Mass transfer of variouacidic and basicrude oilmoleculedrom oil to
water was investigataasinga simplified system witlil-water partitioning
coefficientsdictating the interface mass transfer. No investigation into the
temporal response but rather forced solely orethelibrium state of the system
to evaluate the acid/basic effects of the crude oil on the aqueous envirohh&ent.
authors did note that ietfacial tension at the eivater interface was decreased at
low and high pHs due to the ionization of interfacial groeifsctively creating

surfactants at the interfagdutin, et al., 2014)

1.22 DISSOLUTION OF SOLIDS

Dissolution of solids has been extensively stughedicularlywhen
relatedto mineral dissolutionModeling the release kinetics from solid particles
has been done successfully using a variety of modgeiae with a more
mechanistic appexch and others using empirical mod&sleasdinetics have
been extensivelwithin the context of environmental engineering aquatic
chemistry and soil science as wellgsthe pharmaceutical industry to determine
drug release rates from solid forms (etgblets). Some of the most common
kinetic models include zero and fistder release kinetics; however, more
empirical fits have been able to capture the release kinetics and are also widely
used. Zeraorder dissolution kinetics can be successfuldsatibing simple
release scenarios, typically applicable for modeling of low soluble drug
dissolution. Such a model does not account for changing surface area and is not

dependent on the aqueous concentration of the releasing compound and thus is
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only valid for slow release rates for complete sink conditio€osta & Lobo,
2001) Other models, for example, baséease by the amount of the compound
still available for release (i.e., first order with respect to the solidrrttha to the
agueous concentration) and can be expressed using the Hixson and Crowell
Equation. Costa and Lobo (2001) completed an overview of dissolution model,
both mechanistic and empirical models, in the context of drug release via

dissolution from elids (Table1.10.
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Table 1.10; Mathematical models forigsolution

Model Equation Details
Assumes: 1)a does not change; 2) perfect sink conditions
Zero Order c:j—i: =-K, ) ge;2)p
: dC _ x K1 is the lunped mass transfer coefficier®* is the aqueous solubility
First Order K€ -0 First order with respect to aqueous concentration
Second Order % =K,(C - )&’
. First order with respect to the solid. Dissolution from a planar surface (i.e., so
Hixson-Crowell aC_ (Co"3- K @)2 ¢ P P (
dt ablet)
. dC _ b1 A b Strictly empirical curve fitting.
Weibul ar abCo™ " @xpad’) a is a scale parameter, b is a shape parameter
. , dC _ 05 Release ofwater solubleompoundrom a solid or sersolid matrk based on
Higuchi PTG diffusion processes.
3 C C .. Release from a spherical matrix, has been used to model release from
BakerLonsdale 5[1' (- (61)2/3] - (C_i) =K@ | microcapsules.
dc_ . .. N Semiempirical; nis the release exponem=0.5 to model as Fickian diffusion;
KorsmeyetPeppas |~ =C O Ky, QLT 0.5n<1.0 to model as nehickian behavior
Quadratic c:j—(t: =200K, @+K,
dC s
Gompertz ot =- AK@xp€e- K(t-y))
dC nKC K&, ., Dissolution from surfaceroding matrices. Generic form to include all geometri
Hopfenberg — =1 —)"
dt a@, a,

Adapted from Costa and Lobo (2001)
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