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Abstract

In the interconnected world of today, distributed computation and optimization over large-scale multi-agents networks are ubiquitous. The applications can be found in various fields ranging from machine learning, signal processing, to computational finance. The increasing interest in distributed optimization is further motivated by the emergence of big data application. In one aspect, large datasets push centralized computation to the limit and the need for distributed algorithms arises quite naturally. On a similar note, transmitting the data collected in a distributed manner to a center is either too costly or violates privacy. In this thesis, we aim to solve the distributed optimization problem over multi-agent networks, where each agent has local private information and objective functions. The goal is to have agents collaborate with each other to optimize the sum of these local objective functions. Existing algorithms mostly deal with the corresponding problems under the assumption that the underlying multi-agent network is strongly-connected and undirected, i.e., if agent $i$ sends information to agent $j$, then agent $j$ also sends information to agent $i$. The contribution of this work lies in the relaxation of such assumptions on the network topology. In particular, we assume the communication between the agents is described by a directed graph. We mainly propose four algorithms, Directed-Distributed Subgradient Descent (D-DSD),
Directed-Distributed Projection Subgradient (D-DPS), DEXTRA, and ADD-OPT. D-DSD and D-DPS focus on the case when the objective functions are convex, but not necessarily differentiable. Both of the proposed algorithms achieve convergence rates of $O\left(\frac{\ln k}{\sqrt{k}}\right)$, where $k$ is the number of iterations. D-DPS is the generalization of D-DSD from unconstrained cases to constrained cases. When the objective functions are relaxed to be smooth, i.e., they are convex as well as differentiable, we propose DEXTRA and ADD-OPT that accelerate the convergence to a linear rate $O(\tau^k)$ for $0 < \tau < 1$. Moreover, ADD-OPT supports a wider and more realistic range of step-sizes than DEXTRA. All four algorithms achieve the best known rate of convergence for this class of problems under the appropriate assumptions.
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Chapter 1

Introduction

1.1 Motivation

In the interconnected world of today, distributed computation, [1], and optimization, [2], over large-scale multi-agent networks are ubiquitous. The increasing interest in distributed algorithms is further motivated by the emergence of big data applications, [3]. Large datasets push centralized computation to the limit. It is often impossible for a single processor to implement any real-time algorithm due to the large data volumes. For example, in machine learning, large scales of training examples may prevent a problem from being solved effectively on a single machine. In contrast, it is much more effective to use multiple processing processors, especially when the information is naturally distributed. Thus, the need for distributed algorithms arises quite
naturally.

Besides the efficiency in computation, distributed algorithm outperforms centralized methods in other aspects. It is usually the case that data are collected in a distributed manner. Thus, to transmit the huge volume of raw data to a center is costly. A preferable solution is to process the data locally, and exchange the processed information between local processors. On the other hand, local agents often need to reserve their private information. The existence of any centralized processor may violate the privacy.

In view of these considerations, there has recently been a growing interest in extending conventional (centralized) methods, [4, 5], to distributed methods for solving optimization problems where information is distributed over a network of agents. Usually each agent in the network owns local information that is private. The agents cooperatively solve a global optimization problem through local computation and information exchange over the network. Specifically, we consider the problem of minimizing a sum of objectives, \( \sum_{i=1}^{n} f_i(x) \), where \( f_i : \mathbb{R}^p \to \mathbb{R} \) is a private objective function that belongs to the \( i \)th agent in the network. This general form has applications in distributed large-scale machine learning, [6–10], distributed averaging, [11, 12], model predictive control, [13, 14], cognitive networks, [15, 16], wireless communication, [17], coordination, [18–20], distributed source localization, [21, 22], distributed sparse optimization, [23, 24], decentralized low-rank matrix completion, [25] and fac-
Existing distributed methods for solving optimization problems where information is distributed over multi-agent networks mostly deal with the corresponding problems under the assumption that the network is undirected and connected, i.e., if agent $i$ can send information to agent $j$, then agent $j$ can also send information to agent $i$. However, in practice, it is desirable to merely rely on one directional communication between agents. For instance, in a bidirectional case where each node blocks until it receives a response, deadlocks can occur when the network has cycles. In other cases, agents may broadcast at different power levels, implying communication capability in one direction, but not the other. Moreover, a one directional communication is more robust to noise interference than bi-directional communication. It is obvious that the distributed optimization problem over directed networks has wider applications than that over undirected graphs since the network topology is more flexible. For example, agents may be able to reduce the communication overhead when they have a large number of neighbors. Besides, if there exist some slow communication links, it is good for algorithms to eliminate the link such that the convergence can be accelerated. This results a directed graph. Therefore, we focus on the case in this thesis when the communication between the agents is described by a directed graph.
1.2 Preliminaries and Notations

In this section, we review some basics in convex optimization as well as graph theory, which support the rest of contents in this thesis.

Properties of Functions

We first list some standard definitions and properties subject to functions of our interest. The details can be found in standard literature, e.g., Ref. [4].

- **Convex functions:** A function \( f(x) : \mathbb{R}^p \rightarrow \mathbb{R} \) is convex if, for any points \( x, y \in \mathbb{R}^p \), and \( \theta \in [0, 1] \), it satisfies that

\[
f(\theta x + (1 - \theta)y) \leq \theta f(x) + (1 - \theta)f(y).
\]

- **Smooth and nonsmooth functions:** A function \( f(x) : \mathbb{R}^p \rightarrow \mathbb{R} \) is continuously differentiable if its derivative exists and is continuous. It is smooth if it has derivatives of all orders. However, in the context of convex optimization, nonsmooth functions, usually refer to functions that do not even have a first-order derivative. For example, \( f(x) = x^2 \) is convex and smooth, and \( f(x) = |x| \) is convex but not smooth.

- **Gradient and subgradient:** When a function \( f(x) : \mathbb{R}^p \rightarrow \mathbb{R} \) is smooth, its first-order derivative \( Df(x) \in \mathbb{R}^{1 \times p} \) exists. The transpose of this derivative is called function \( f(x) \)'s gradient, denoted by \( \nabla f(x) \in \mathbb{R}^p \).
\( \mathbb{R}^p \). Its components are the partial derivatives of \( f(x) \): 
\[
[\nabla f(x)]_i = \frac{\partial f(x)}{\partial x_i},
\]
\( \forall i \in [1, n] \). If \( f(x) \) is convex, the gradient \( \nabla f(x) \) at point \( x \) satisfies
\[
f(y) \geq f(x) + \nabla f(x)^{\top}(y - x),
\]
for all \( y \in \mathbb{R}^p \).

If a function \( f(x) : \mathbb{R}^p \rightarrow \mathbb{R} \) is convex but not necessarily smooth, we extend the definition of gradient to subgradient. A vector \( g(x) \in \mathbb{R}^p \) is called the subgradient of \( f(x) \) at point \( x \) if
\[
f(y) \geq f(x) + g(x)^{\top}(y - x),
\]
for all \( y \in \mathbb{R}^p \). The set of all subgradients of \( f(x) \) at \( x \) is called the subdifferential and is denoted as \( \partial f(x) \).

For a smooth convex function, the subgradient coincides with its gradient.

- **Lipschitz-continuous**: A function \( \nabla : \mathbb{R}^p \rightarrow \mathbb{R} \) is called Lipschitz-continuous if there exists a constant \( L > 0 \), such that
\[
\|\nabla(x) - \nabla(y)\| \leq L\|x - y\|,
\]
for all \( x, y \in \mathbb{R}^p \).

- **Strong-convexity**: A smooth convex function \( f(x) : \mathbb{R}^p \rightarrow \mathbb{R} \) is further said to be strongly convex if there exists some positive \( m \) such that for
any point \( x, y \) it satisfies

\[
(\nabla f(x) - \nabla f(y))^\top (x - y) \geq m\|x - y\|^2,
\]

where \( \| \cdot \| \) is the euclidean norm.

**Graph Theory**

We next present some basic definitions and relations regarding graphs and matrices. The details can be found in [30].

- **Undirected graph and directed graph:** An undirected graph is a graph where all the edges are bidirectional. In contrast, a graph where there exists at least one edge point in a direction is called a directed graph.

- **Strongly connected graph:** A graph is said to be strongly connected if every node is reachable from every other node.

- **Stochastic Matrix:** A stochastic matrix is a matrix used to describe the transitions of a Markov chain. Each of its entries is a nonnegative real number representing a probability. A row-stochastic matrix is a real square stochastic matrix, with each row summing to 1. A column-stochastic matrix is a real square stochastic matrix, with each column
summing to 1. A doubly-stochastic matrix is a square matrix of nonnegative real numbers with each row and column summing to 1.

For a doubly-stochastic matrix, it always satisfies that both the left and right eigenvector corresponding to eigenvalue 1 are an all-one-vector, i.e., for any $W \in \mathbb{R}^{n \times n}$ being a doubly-stochastic matrix, it satisfies

$$W1_n = 1_n, \quad 1_n^T W = 1_n^T,$$

where we denote $1_n \in \mathbb{R}^n$ the $n$-dimensional all-one vector. In contrast, we have that for any row-stochastic matrix, $W$, it satisfies that

$$W1_n = 1_n, \quad \pi_n^T W = \pi_n^T,$$

where $\pi_n \in \mathbb{R}^n$ is not necessary equals to $1_n$. Similarly, we have for any column-stochastic matrix, $W$,

$$W \pi_n = \pi_n, \quad 1_n^T W = 1_n^T.$$

**Convergence rate for iterative methods**

- **Linear convergence rate**: Suppose that the sequence $\{x_k\}$ over $k$ converges to the limit $x^*$. We say that this sequence converges linearly to $x^*$, if there exists a number $\tau \in (0, 1)$ such that

$$\lim_{k \to \infty} \frac{\|x_{k+1} - x^*\|}{\|x_k - x^*\|} = \tau.$$
The number $\tau$ is called the rate of convergence. Moreover, if the sequence 
\{x_k\} satisfies for all $k$ that

$$
\|x_k - x^*\| \leq \tau_k,
$$

for $\tau \in (0, 1)$, we call that the sequence \{x_k\} converges at an $R$-linear rate. The $R$-linear rate extends the definition of linear convergence rate in that the overall convergence rate remains linear while the convergence “speed” at every iteration may vary.

• **Sublinear convergence rate:** Suppose that the sequence \{x_k\} over $k$ converges to the limit $x^*$. We say that this sequence converges sublinearly to $x^*$, if there exists a number $\tau_k \to 1$ for $k \to \infty$ such that

$$
\lim_{k \to \infty} \frac{\|x_{k+1} - x^*\|}{\|x_k - x^*\|} = \tau_k.
$$

Typical sublinear rates that will appear in this thesis include $O\left(\frac{\ln k}{\sqrt{k}}\right)$, $O\left(\frac{\ln k}{k}\right)$.

**Notations**

Besides some notations that already appeared above, we use the following notations in the rest of this thesis. We use lowercase bold letters to denote vectors and uppercase italic letters to denote matrices. We denote by $[x]_i$, the $i$th component of a vector, $x$. For a matrix, $A$, we denote by $[A]_{ij}$, the $i$th
row of $A$, and by $[A]_{ij}$, the $(i,j)$th element of $A$. The matrix, $I_n$, represents the $n \times n$ identity, and $1_n$ and $0_n$ are the $n$-dimensional vector of all 1’s and 0’s. The inner product of two vectors, $x$ and $y$, is $\langle x, y \rangle$. The Euclidean norm of any vector, $x$, is denoted by $\|x\|$. We define the square of $A$-matrix norm, $\|x\|^2_A$, of any vector, $x$, as

$$\|x\|^2_A \triangleq \langle x, Ax \rangle = \langle x, A^T x \rangle = \langle x, \frac{A + A^T}{2} x \rangle,$$

where $A$ is not necessarily symmetric. Note that the $A$-matrix norm is non-negative only when $A + A^T$ is Positive Semi-Definite (PSD). If a symmetric matrix, $A$, is PSD, we write $A \succeq 0$, while $A \succ 0$ means $A$ is Positive Definite (PD). The largest and smallest eigenvalues of a matrix $A$ are denoted as $\lambda_{\text{max}}(A)$ and $\lambda_{\text{min}}(A)$. The smallest nonzero eigenvalue of a matrix $A$ is denoted as $\tilde{\lambda}_{\text{min}}(A)$. For any $f(x)$, $\nabla f(x)$ denotes the (sub)gradient of $f$ at $x$. Finally, we use $\mathcal{P}_\mathcal{X}[x]$ for the projection of a vector $x$ on the set $\mathcal{X}$, i.e.,

$$\mathcal{P}_\mathcal{X}[x] = \arg \min_{v \in \mathcal{X}} \|v - x\|^2.$$

### 1.3 Related Literature

In this section, we discuss existing research on the topic of distributed optimization that divide the computation load among multiple agents. Related work may be divided into three categories: Incremental method, distributed methods over undirected graphs, and distributed methods over di-
rected graphs. The earliest work of this problem can be found in [2, 31], where each agent has access to the same global objective function. Note that in our setting in this thesis, we assume that agents own private local objective functions that are unknown to others agents in the network. In the following, we briefly describe these approaches.

**Incremental Methods**

Incremental methods, [32–36], may be regarded the first big contribution to distributed optimization where the computation load is divided over the multi-agent network. In each iteration of these type of algorithms, the iterator passes around the network and updates itself with each agent’s private local objective. Although the computation load is divided, incremental method is different from distributed methods that we study in this thesis due to the following reason. In Incremental methods, there is always exactly one agent updating at each iteration while in distributed method all agents are updated simultaneously in every single iteration. Each agent in distributed method maintains an estimate of the global optimal. Compared to distributed method, incremental methods do not fully utilize the distributed properties. Incremental methods rely on cyclic order of passing the iterator through the network. In contrast, distributed methods consider more general network topology where
agents communicate to multiple neighbors at the same time.

**Distributed Methods over undirected graphs**

Distributed methods for solving optimization problems where information is distributed over multi-agent networks are well-established. However, the majority of work deals with the corresponding problems under the assumption that the multi-agent network is undirected and connected, i.e., if agent $i$ can send information to agent $j$, then agent $j$ can also send information to agent $i$. We describe these algorithms here. The well-known Distributed Gradient Descent (DGD), [37], is the very first distributed method to solve the corresponding problem, whose convergence rate and fault tolerance are well analyzed in related literature, [38–44]. At each iteration, a gradient-related step is calculated, followed by averaging over the neighbors in the network. [45] applies a similar idea to develop a distributed algorithm in dual domain. The main advantage of DGD is computational simplicity. However, the convergence rate is slow due to the diminishing step-size, which is required to ensure exact convergence. The convergence rate of DGD with a diminishing step-size is shown to be $O\left(\frac{\ln k}{\sqrt{k}}\right)$, [37]. Under a constant step-size, the algorithm accelerates to $O\left(\frac{1}{k}\right)$ at the cost of inexact convergence to a neighborhood of the optimal solution, [46]. When the objective functions are further strongly-
convex, DGD has a faster convergence rate of $O\left(\frac{\ln k}{k}\right)$, and DGD with a constant step-size converges linearly to a neighborhood of the optimal solution.

To accelerate the slow convergence rate, some alternate approaches include the Nesterov-based methods, e.g., Distributed Nesterov Gradient (DNG) with a convergence rate of $O\left(\frac{\ln k}{k}\right)$, and Distributed Nesterov gradient with Consensus iterations (DNC), [47]. The algorithm, DNC, can be interpreted to have an inner loop, where information is exchanged, within every outer loop where the optimization-step is performed. The time complexity of the outer loop is $O\left(\frac{1}{k^2}\right)$ whereas the inner loop performs a substantial $O(\ln k)$ information exchanges within the $k$th outer loop. Therefore, the equivalent convergence rate of DNC is $O\left(\frac{\ln k}{k^2}\right)$. Both DNG and DNC assume the gradient to be bounded and Lipschitz continuous at the same time. Another related approach is EXTRA, see [48] for details. It uses a constant step-size and the gradients of the last two iterates. The method converges at $O\left(\frac{1}{k}\right)$ for general convex functions and converges linearly under the strong-convexity assumption.

Other related algorithms include the distributed implementation of ADMM, based on augmented Lagrangian, where at each iteration the primal and dual variables are solved to minimize a Lagrangian-related function, [49–51]. Comparing to the gradient-based methods with diminishing step-sizes, this type of method converges exactly to the optimal solution with a faster rate of $O\left(\frac{1}{k}\right)$ owing to the constant step-size; and further has a linear convergence when
the objective functions are strongly-convex. However, the disadvantage is a high computation burden because each agent needs to optimize a subproblem at each iteration. To resolve this issue, Decentralized Linearized ADMM (DLM), [52], is proposed, which can be considered as a first-order approximation of decentralized ADMM. DLM converges at a linear rate if the local objective functions are strongly-convex.

Considering the methods mentioned above, Refs. [37–45] solve the corresponding distributed problem when the objective functions are not necessarily differentiable and smooth. The assumption needed is that the (sub)-gradients of objective functions are bounded. Refs. [46–52] solve the corresponding distributed problem when the objective functions are required to be differentiable and smooth, i.e., the gradient of objective functions are required to satisfy be Lipschitz continuous. Compared to the bounded gradient assumption, Lipschitz continuous assumption on the gradient is relatively more restrictive. As a result, methods under Lipschitz continuous assumption achieve faster convergence rate. All the methods mentioned above require only the first-order information of functions. To accelerate the convergence speed, some methods, [53–60], exploit the second-order information of the corresponding gradients.

All these distributed algorithms, [37–60], assume the multi-agent network to be an undirected and connected graph. In contrast, the literature concerning directed graphs is relatively limited. The challenge lies in the imbalance
caused by the asymmetric information exchange among the agents. Recall that this asymmetry is because agent $i$ sending information to agent $j$ does not necessarily imply that agent $j$ can send information to agent $i$.

**Distributed Methods over directed graphs**

In the context of directed graphs, Gradient-Push (GP), [61–65], combines gradient descent and push-sum consensus. The push-sum algorithm, [66, 67], is first proposed in consensus problems\(^1\) to achieve average-consensus given a column-stochastic matrix. The idea is based on computing the stationary distribution (the left eigenvector of the weight matrix corresponding to eigenvalue 1) for the Markov chain characterized by the multi-agent network and canceling the imbalance by dividing with the left-eigenvector. The algorithms in [61–65] follow a similar spirit of push-sum consensus and propose nonlinear (because of division) methods.

The work in [74] combines gradient descent and weight-balancing to design a distributed gradient-based method over directed graphs. The notion of weights that balance a directed network was proposed in [75], where the column-stochastic weighting matrix that describes a directed graph simultaneously converges to a doubly-stochastic matrix, which corresponds to a undirected graph. In this thesis, we refer to the method in [74] as the Weighting

\(^1\)See, [68–73], for additional information on average consensus problems.
Balancing-Distributed Gradient Descent (WB-DGD).

Neither GP and WB-DGD requires the objective functions to have Lipschitz-continuous gradient nor being strongly-convex. This is to say that GP and WB-DGD solve the corresponding distributed problems when the objective functions are not necessarily smooth. The convergence rate of both algorithms is $O\left(\frac{\ln k}{\sqrt{k}}\right)$ for arbitrary convex functions.

When the objective functions are smooth, Refs. [76–78] modify the distributed implementation of ADMM by changing the weights that are used for communication between agents. This improvement makes it possible to balance the weights from in-neighbors and out-neighbors, which make the convergence over directed graphs possible. For general convex functions, the convergence rate is $O\left(\frac{1}{k}\right)$. When the objective functions are strongly convex, the convergence rate is linear. However, this category of methods suffers a high computation burden since at each iteration, a sub-optimize problem needs solving.

1.4 Contributions

In this thesis, we relax the assumption on the underlying network topology to follow a directed graph. The main contribution of this work is that we propose four algorithms, Directed-Distributed Subgradient Descent (D-DSD),
Directed-Distributed Projection Subgradient (D-DPS), DEXTRA, and ADD-OPT that converge over the directed graph. We now summarize each algorithm in the following, the content of which can also be found in our work, [79–86].

- **Chapter III: Directed-Distributed Subgradient Descent (D-DSD):**
  D-DSD is a subgradient-based method that combines surplus-consensus techniques and DGD [37] to minimize the sum of local objective functions when the network topology among agents is described by a directed graph. It converges to the optimal solution in nonsmooth convex optimization, i.e., the local objective functions are convex, but not necessarily differentiable. Therefore, we stick to the notation subgradient instead of gradient, implying that gradient may not exist. We will apply the standard bounded subgradient assumption in nonsmooth optimization as what can be found in GP [61], WB-DGD [74], or other related work, [37, 38]. We provide the convergence analysis and show that D-DSD converges at a rate of \( O\left( \frac{\ln k}{\sqrt{k}} \right) \), where \( k \) is the number of iterations.

- **Chapter IV: Directed-Distributed Projection Subgradient (D-DPS):**
  D-DPS solves the distributed optimization problem over directed graphs subject to additional convex constraints. D-DPS can be viewed as a generalization of D-DSD when the constrained set changes from \( \mathbb{R}^p \), implying no constraint, to a convex constrained set, \( \mathcal{X} \subseteq \mathbb{R}^p \). Similar
to D-DSD, D-DPS converges to the optimal solution in nonsmooth convex optimization, i.e., the local objective functions are convex, but not necessarily differentiable. The convergence analysis shows that D-DPS converges at a rate of $O\left(\frac{\ln k}{\sqrt{k}}\right)$, where $k$ is the number of iterations.

- **Chapter V: DEXTRA:** Though D-DSD and D-DPS successfully solve the distributed optimization problem over directed networks, the convergence rates, however, are sub-linear, which is relatively slow. Compared to them, DEXTRA harnesses the smoothness to obtain a much faster convergence rate. In other words, DEXTRA converges to the optimal solution in smooth convex optimization, i.e., the local objective functions are convex and differentiable. We show that, with the appropriate step-size, DEXTRA converges at a linear rate $O(\tau^k)$ for $0 < \tau < 1$, given that the objective functions are restricted strongly-convex.

- **Chapter VI: ADD-OPT:** ADD-OPT is an improvement over DEXTRA that solves the distributed smooth optimization problem over directed graphs. Same as DEXTRA, it achieves the best known rate of convergence for this class of problems, $O(\mu^k)$ for $0 < \mu < 1$ given that the objective functions are strongly-convex, where $k$ is the number of iterations. However, ADD-OPT supports a wider and more realistic range of step-sizes. In particular, the greatest lower bound of DEXTRA’s step-
size is strictly greater than zero while that of ADD-OPT’s equals exactly to zero.

In table 1.1, we summarize algorithms solving distributed optimization problems, over both undirected and directed networks. In either case, the corresponding algorithms are categorized as either primal domain methods or dual domain methods. It can be found that related literature considering the directed case is limited. We label our contributions in red text. The proposed algorithms in this thesis partially complete the distributed optimization algorithm framework.

<table>
<thead>
<tr>
<th></th>
<th>Algorithms</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>undirected</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nonsmooth</td>
<td>primal DSD, DPS, etc</td>
<td>[37–44]</td>
</tr>
<tr>
<td></td>
<td>dual DDA,D-ADMM</td>
<td>[45, 49]</td>
</tr>
<tr>
<td>smooth</td>
<td>primal DGD, DNG, DNC, EXTRA, NN, etc</td>
<td>[46–48, 58–60]</td>
</tr>
<tr>
<td></td>
<td>dual D-ADMM, DLM, DQM</td>
<td>[49–57]</td>
</tr>
<tr>
<td>directed</td>
<td>nonsmooth</td>
<td></td>
</tr>
<tr>
<td>primal GP, WB-DGD, D-DSD, D-DPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>smooth</td>
<td>primal DEXTRA, ADD-OPT</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1: Distributed optimization algorithms summary.

1.5 Outline

The remainder of this thesis is organized as follows. Chapter II formulates the problem, recaps some related distributed optimization methods for solving the
problem, either over undirected graphs or directed graphs. These methods include Distributed Gradient Descent (DGD) [37] for general convex functions over undirected graphs, EXTRA [48] for smooth and strongly-convex functions over undirected graphs, and Gradient-Push (GP) [61] for general convex functions over directed graphs. Chapter III proposes the Directed-Distributed Subgradient Descent (D-DSD), which solves the distributed optimization problem over directed graphs for general convex functions. D-DSD can be viewed as an generalization of DGD. In Chapter IV, we generalize D-DSD to Directed-Distributed Projection Subgradient (D-DPS), which solves the problem with an additional convex constraint. In Chapter V, we propose a fast algorithm, termed DEXTRA, which combines EXTRA and push-sum consensus. An extended version of DEXTRA, termed ADD-OPT, is proposed in Chapter VI. Chapter VII concludes this thesis and discuss the possibility of some future works.

1.6 Summary

In this chapter, we motivate the work, and summarize the contribution made in this thesis: the distributed algorithm that converges over directed graph is important and necessary, yet not well established. The proposed algorithms in this thesis complete the distributed optimization algorithm framework.
Chapter 2

Model and Previous Work

In this chapter, we formulate the problem, and recap some related distributed optimization methods for solving the problem, either over undirected graphs or directed graphs. These methods include Distributed Gradient Descent (DGD) [37] for general convex functions over undirected graphs, EXTRA [48] for smooth and strongly-convex functions over undirected graphs, and Gradient-Push (GP) [61] for general convex functions over directed graphs.

2.1 Problem Formulation

Consider a strongly-connected network of $n$ agents communicating over a directed graph, $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is the set of agents, and $\mathcal{E}$ is the collection of ordered pairs, $(i, j), i, j \in \mathcal{V}$, such that agent $j$ can send information to agent $i$. 
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Define $\mathcal{N}^\text{in}_i$ to be the collection of in-neighbors, i.e., the set of agents that can send information to agent $i$. Similarly, $\mathcal{N}^\text{out}_i$ is the set of out-neighbors of agent $i$. We allow both $\mathcal{N}^\text{in}_i$ and $\mathcal{N}^\text{out}_i$ to include the node $i$ itself. Note that in a directed graph when $(i, j) \in \mathcal{E}$, it is not necessary that $(j, i) \in \mathcal{E}$. Consequently, $\mathcal{N}^\text{in}_i \neq \mathcal{N}^\text{out}_i$, in general. We focus on solving a convex optimization problem that is distributed over the above multi-agent network. In particular, the network of agents cooperatively solve the following optimization problem:

$$
P1 : \min f(x) = \sum_{i=1}^{n} f_i(x),$$

where each local objective function, $f_i : \mathbb{R}^p \rightarrow \mathbb{R}$, is convex, and known only by agent $i$. Our goal is to develop a distributed iterative algorithm such that each agent converges to the global solution of Problem P1 when the communications between agents are described by a directed graph, $\mathcal{G}$.

2.2 Distributed Gradient Descent

Consider the Distributed Gradient Descent (DGD) [37] to solve P1 over undirected graphs. At each iteration, a gradient related step is calculated, followed by averaging with neighbors in the network. More specifically, at $k$th iteration, agent $i$ updates its estimate, $x_i^{k+1} \in \mathbb{R}^p$, as follows:

$$
x_i^{k+1} = \sum_{j=1}^{n} w_{ij} x_j^k - \alpha_k \nabla f_i^k,
$$

(2.1)
where \( w_{ij} \) is a non-negative weight such that \( W = \{w_{ij}\} \) is doubly-stochastic.

The scalar, \( \alpha_k \), is a diminishing but non-negative step-size, satisfying the persistence conditions, [39, 87]:

\[
\sum_{k=0}^{\infty} \alpha_k = \infty, \tag{2.2}
\]
\[
\sum_{k=0}^{\infty} \alpha_k^2 < \infty. \tag{2.3}
\]

The vector \( \nabla f_i^k \in \mathbb{R}^p \) is a sub-gradient of \( f_i \) at \( x_i^k \). According to [37], the iteration in Eq. (2.1) drives all agents to reach consensus, i.e., \( \lim_{k \to \infty} x_i^k = \lim_{k \to \infty} x_j^k, \forall i,j \), and the consensus (accumulation) point approaches to the optimal solution, i.e., \( \lim_{k \to \infty} x_i^k = x^* \), where \( x^* \) is the optimal solution of \( P1 \).

The convergence rate of DGD is \( O\left(\frac{\ln k}{\sqrt{k}}\right) \) for general convex objective functions, under the assumption that the local private convex objective function, \( f_i(x) \), is bounded for all \( x \). DGD is valid for nonsmooth convex functions, i.e., the objective functions are not necessarily differentiable.

We now derive an informal but intuitive proof showing how DGD pushes agents to achieve consensus and reach the optimal solution. We first write the matrix form of Eq. (2.1). Denote \( x^k, \nabla f(x^k) \in \mathbb{R}^{n \times p} \), and \( W \in \mathbb{R}^{n \times n} \) as follow,

\[
x^k = \begin{bmatrix}
(x^k_1)^\top \\
\vdots \\
(x^k_n)^\top
\end{bmatrix}, \quad \nabla f(x^k) = \begin{bmatrix}
\nabla f_1^\top(x^k_1) \\
\vdots \\
\nabla f_n^\top(x^k_n)
\end{bmatrix}, \quad W = \begin{bmatrix}
w_{11} & \cdots & w_{1n} \\
\vdots & \ddots & \vdots \\
w_{n1} & \cdots & w_{nn}
\end{bmatrix}.
\]
Thus, Eq. (2.1) can be written in a matrix form as

$$x^{k+1} = Wx^k - \alpha_k \nabla f(x^k).$$  \hspace{1cm} (2.4)

In Eq. (2.4), we have that the weighting matrix, $W$, is doubly-stochastic. For the sake of argument, let us assume that the sequences, $\{x^k\}$, generated by Eq. (2.4), converge to its own limit, $x^\infty$, (not necessarily true). Note that $\lim_{k \to \infty} \alpha_k = 0$. From Eq. (2.4), we have that

$$x^\infty = Wx^\infty - \alpha_\infty \nabla f(x^\infty)$$

$$= Wx^\infty,$$  \hspace{1cm} (2.5)

which implies that $x^\infty \in \text{span}\{1_n\}$ considering that $1_n = W1_n$ is satisfied for any doubly stochastic matrix. Therefore, the consensus property is established.

We now consider the optimality property. It follows from Eq. (2.4) that

$$\bar{x}^{k+1} \triangleq \frac{1}{n} 1_n^\top x^{k+1}$$

$$= \frac{1}{n} 1_n^\top Wx^k - \frac{1}{n} \alpha_k 1_n^\top \nabla f(x^k)$$

$$= \bar{x}^k - \frac{1}{n} \alpha_k \nabla \bar{f}^k,$$  \hspace{1cm} (2.6)

where we denote $\nabla \bar{f}^k$ as $1_n^\top \nabla f(x^k)$. By considering the consensus property, it follows that the preceding relation can be regarded as an inexact centralized gradient descent method (using $\nabla \bar{f}^k = 1_n^\top \nabla f(x^k)$ instead of $\nabla f^\top(\bar{x}^k)$) with step-size $\frac{\alpha_k}{n}$ to minimize the global objective function $f(x)$ of Problem P1. Therefore, the optimality property is achieved.
EXTRA is a fast exact first-order algorithm that solve Problem P1 when the communication network is undirected. At the $k$th iteration, agent $i$ performs the following update:

$$x_{i}^{k+1} = x_{i}^{k} + \sum_{j \in N_{i}} w_{ij} x_{j}^{k} - \sum_{j \in N_{i}} \tilde{w}_{ij} x_{j}^{k-1} - \alpha \left[ \nabla f_{i}(x_{i}^{k}) - \nabla f_{i}(x_{i}^{k-1}) \right], \quad (2.7)$$

where the weights, $w_{ij}$, form a weighting matrix, $W = \{w_{ij}\}$, that is symmetric and doubly-stochastic. The collection $\tilde{W} = \{\tilde{w}_{ij}\}$ satisfies $\tilde{W} = \theta I_{n} + (1 - \theta) W$, with some $\theta \in (0, \frac{1}{2}]$. The update in Eq. (2.7) converges to the optimal solution at each agent $i$ with a convergence rate of $O\left(\frac{1}{k}\right)$ and converges linearly when the objective functions are strongly-convex. To better represent EXTRA, we write Eq. (2.7) in a matrix form. Let $x^{k}, \nabla f(x^{k}) \in \mathbb{R}^{n \times p}$ be the collections of all agent states and gradients at time $k$,

$$x^{k} = \begin{bmatrix} (x_{1}^{k})^\top \\ \vdots \\ (x_{n}^{k})^\top \end{bmatrix}, \quad \nabla f(x^{k}) = \begin{bmatrix} \nabla f_{1}^\top(x_{1}^{k}) \\ \vdots \\ \nabla f_{n}^\top(x_{n}^{k}) \end{bmatrix},$$

and $W, \tilde{W} \in \mathbb{R}^{n \times n}$ be the weighting matrices collecting weights, $w_{ij}, \tilde{w}_{ij}$, respectively. Then, Eq. (2.7) can be represented in a matrix form as:

$$x^{k+1} = (I_{n} + W)x^{k} - \tilde{W}x^{k-1} - \alpha \left[ \nabla f(x^{k}) - \nabla f(x^{k-1}) \right]. \quad (2.8)$$
CHAPTER 2. MODEL AND PREVIOUS WORK

Note that the difference between EXTRA and DGD lies in two aspects. Firstly, it uses two weighting matrices instead of just one weighting matrix in DGD. Secondly, the step-size used in EXTRA is constant while that in DGD is diminishing. This is the real reason why EXTRA has a much faster convergence rate compared to DGD. As the index number, \( k \), going large, a diminishing step-size, \( \alpha_k \), is small, which slows the performance.

We now derive an informal but intuitive proof showing that how EXTRA pushes agents to achieve consensus and reach the optimal solution. For the sake of argument, let us assume that the sequences, \( \{x^k\} \), generated by Eq. (2.8), converge to its own limit, \( x^\infty \), (not necessarily true). We first show the consensus property. Let \( k \) goes to infinity, we obtain form Eq. (2.8) that

\[
x^\infty = (I_n + W)x^\infty - \tilde{W}x^\infty - \alpha \left[ \nabla f(x^\infty) - \nabla f(x^\infty) \right],
\]

which implies that \((W - \tilde{W})x^\infty = 0_{nxp}\), or \(x^\infty \in \text{span}\{1_n\}\), where the consensus is reached. Summing up Eq. (2.8) over \( k \) from 0 to \( \infty \), we obtain that

\[
x^\infty = Wx^\infty - \alpha \nabla f(x^\infty) - \sum_{r=0}^{\infty} \left( \tilde{W} - W \right) x^r.
\]

Consider that \(x^\infty = Wx^\infty\) from the consensus property and the preceding relation, it follows that

\[
\alpha \nabla f(x^\infty) = \sum_{r=0}^{\infty} \left( \tilde{W} - W \right) x^r.
\]
Therefore, we obtain that

\[ \alpha \mathbf{1}^\top_n \nabla f(x^\infty) = -\mathbf{1}^\top_n \left( \widehat{W} - W \right) \sum_{r=0}^\infty x^r = 0_p^\top, \]  

(2.12)

which is the optimality condition of Problem P1 considering that \( x^\infty \in \text{span}\{ \mathbf{1}_n \} \).

### 2.4 Gradient-Push

 Unlike DGD and EXTRA which are two methods solving Problem P1 over undirected graphs, GP is the first distributed method that solves Problem P1 over directed networks. We describe the implementation of GP as follow.

Each agent, \( j \in V \), maintains two vector variables: \( x^k_j, z^k_j \in \mathbb{R}^p \), as well as a scalar variable, \( y^k_j \in \mathbb{R} \), where \( k \) is the discrete-time index. At the \( k \)th iteration, agent \( j \) weights its states, \( a_{ij}x^k_j \) and \( a_{ij}y^k_j \), and sends these to each of its out-neighbors, \( i \in \mathcal{N}_j^{\text{out}} \), where the weights, \( a_{ij} \)'s are such that:

\[ a_{ij} = \begin{cases} > 0, & i \in \mathcal{N}_j^{\text{out}}, \\ 0, & \text{otw.}, \end{cases} \quad \sum_{i=1}^n a_{ij} = 1, \forall j, \quad (2.13) \]

where \( \theta \in (0, \frac{1}{2}] \). With agent \( i \) receiving the information from its in-neighbors, \( j \in \mathcal{N}_i^{\text{in}} \), it calculates the state, \( z^k_i \), by dividing \( x^k_i \) over \( y^k_i \), and updates \( x^{k+1}_i \) and \( y^{k+1}_i \) as follows:

\[ z^k_i = \frac{x^k_i}{y^k_i}, \]

(2.14a)

\[ x^{k+1}_i = \sum_{j \in \mathcal{N}_i^{\text{in}}} (a_{ij}x^k_j) - \alpha_k \nabla f_i(z^k_i), \]

(2.14b)
\[ y_i^{k+1} = \sum_{j \in \mathcal{N}_i^{\text{in}}} (a_{ij} y_j^k). \]  

(2.14c)

In the above, \( \nabla f_i(z_i^k) \) is the gradient of the function \( f_i(z) \) at \( z = z_i^k \). The scalar, \( \alpha_k \), is a diminishing but non-negative step-size, satisfying the persistence conditions, \([39, 87]\):

\[
\sum_{k=0}^{\infty} \alpha_k = \infty, \tag{2.15}
\]
\[
\sum_{k=0}^{\infty} \alpha_k^2 < \infty. \tag{2.16}
\]

The method is initiated with an arbitrary vector, \( x_i^0 \), and with \( y_i^0 = 1 \) for any agent \( i \). We note that the implementation of Eq. (2.14) needs each agent to have the knowledge of its out-neighbors (such that it can design the weights according to Eq. (5.1). In a more restricted setting, e.g., a broadcast application where it may not be possible to know the out-neighbors, we may use \( a_{ij} = |\mathcal{N}_j^{\text{out}}|^{-1} \); thus, the implementation only requires each agent to know its out-degree. We write Eq. (2.14) in a matrix form. Let \( x^k \), \( z^k \), \( \nabla f(z^k) \) \( \in \mathbb{R}^{n \times p} \), and \( y^k \in \mathbb{R}^n \) be the collections of all agent states and gradients at time \( k \),

\[
\begin{bmatrix}
(x_1^k)^\top \\
\vdots \\
(x_n^k)^\top
\end{bmatrix},
\begin{bmatrix}
(y_1^k)^\top \\
\vdots \\
(y_n^k)^\top
\end{bmatrix},
\begin{bmatrix}
(z_1^k)^\top \\
\vdots \\
(z_n^k)^\top
\end{bmatrix},
\begin{bmatrix}
\nabla f_1^\top (z_1^k) \\
\vdots \\
\nabla f_n^\top (z_n^k)
\end{bmatrix}.
\]
Let $A = \{a_{ij}\}$ be the weighting matrix collecting all the weights. It is straightforward that $A$ is a column stochastic matrix. Define a diagonal matrix, $D^k \in \mathbb{R}^{n \times n}$, for each $k$, such that the $i$th element of $D^k$ is $y_k^i$, i.e.,

$$D^k = \text{diag} (y^k) = \text{diag} (A^k \cdot 1_n).$$  \hfill (2.17)

Given that the graph, $G$, is strongly-connected and the corresponding weighting matrix, $A$, is non-negative, it follows that $D^k$ is invertible for any $k$. Then, we can write Eq. (2.14) in the matrix form equivalently as follows: Based on the above notations, we have that

$$\mathbf{z}^k = (D^k)^{-1} \mathbf{x}^k, \hfill (2.18a)$$

$$\mathbf{x}^{k+1} = A \mathbf{x}^k - \alpha_k \nabla f(\mathbf{z}^k), \hfill (2.18b)$$

$$\mathbf{y}^{k+1} = A \mathbf{y}^k. \hfill (2.18c)$$

Compare Eqs. (2.18)(b) and (2.4), we realize that the difference between GP and DGD is that the weighting matrix changes from a doubly-stochastic matrix, $W$, to a column-stochastic matrix, $A$. To overcome the difficulties, GP arguments two additional variables $\mathbf{y}^k$ and $\mathbf{z}^k$. The consensus property can still be achieved by dividing $\mathbf{x}^k$ over $\mathbf{y}^k$, Eq. (2.18)(a), which cancels the imbalance causing by the asymmetric information exchange in directed graphs.
2.5 Summary

In this chapter, we formulated the problem, and recapped some related distributed optimization methods for solving the problem, either over undirected graphs or directed graphs. Distributed Gradient Descent (DGD) [37] converges at $O\left(\frac{\ln k}{\sqrt{k}}\right)$ for arbitrary convex functions over undirected graphs in nonsmooth optimization. EXTRA [48] converges at $O\left(\frac{1}{k}\right)$ for smooth convex functions over undirected graphs and a linear convergence rate can be achieved when the objective functions are strongly-convex. Gradient-Push (GP) [61] is the first work considering directed graph topology. It is valid in nonsmooth optimization with the same convergence rate as DGD.
Chapter 3

D-DSD for Nonsmooth Convex Optimization

In this chapter, we introduce an algorithm, termed Directed-Distributed Subgradient Descent (D-DSD), to solve the distributed optimization problem, $P_1$, over directed networks. D-DSD converges to the optimal solution in nonsmooth convex optimization, i.e., the local objective functions in Problem $P_1$ are convex, but not necessarily differentiable. We first discuss the performance of DGD, [37], over directed graphs. In particular, we show the reason why DGD fails to converge to the optimal solution over directed graphs. Motivated by the analysis, we propose D-DSD, which can be viewed as an extension of DGD to the case of directed networks. We provide the convergence analysis
and show that D-DSD converges at a rate of $O\left(\frac{\ln k}{\sqrt{k}}\right)$, where $k$ is the number of iterations. Numerical experiments illustrate the findings.

### 3.1 Motivation

When we restrict the assumption of network topology from undirected networks to directed networks, we no longer achieve a doubly-stochastic weighting matrix. Instead, we can only construct a row-stochastic weighting matrix as well as a column-stochastic weighting matrix. For a doubly-stochastic matrix, it always satisfies that both the left and right eigenvector corresponding to eigenvalue 1 are an all-one-vector, i.e., for any $W$ being a doubly-stochastic matrix, it satisfies

$$W\mathbf{1}_n = \mathbf{1}_n, \quad (3.1)$$

where $\pi_n \in \mathbb{R}^n$ is not necessary equals to $\mathbf{1}_n$. Similarly, we have for any row-stochastic matrix, $W$, it satisfies that

$$W\mathbf{1}_n = \mathbf{1}_n, \quad (3.2)$$

where $\pi_n \in \mathbb{R}^n$ is not necessary equals to $\mathbf{1}_n$. Similarly, we have for any column-stochastic matrix, $W$,

$$W\mathbf{1}_n = \mathbf{1}_n, \quad (3.3)$$
Recall the update of DGD, Eq. (2.1),
\[ x_{i}^{k+1} = \sum_{j=1}^{n} w_{ij} x_{j}^{k} - \alpha_{k} \nabla f_{i}^{k}, \]  
(3.4)
and its matrix form, Eq. (2.4)
\[ x^{k+1} = W x^{k} - \alpha_{k} \nabla f(x^{k}). \]  
(3.5)

For the sake of argument, consider \( W \) to be row-stochastic but not column-stochastic. Clearly, \( \mathbf{1}_{n} \) is a right eigenvector of \( W \), and let \( \pi_{n} = \{ \pi_{i} \} \) be its left eigenvector corresponding to eigenvalue 1. Summing over \( i \) in Eq. (3.4), we get
\[
\hat{x}^{k+1} \triangleq \sum_{i=1}^{n} \pi_{i} x_{i}^{k+1} \\
= \sum_{j=1}^{n} \left( \sum_{i=1}^{n} \pi_{i} w_{ij} \right) x_{j}^{k} - \alpha_{k} \sum_{i=1}^{n} \pi_{i} \nabla f_{i}(x_{i}^{k}) \\
= \hat{x}^{k} - \alpha_{k} \sum_{i=1}^{n} \pi_{i} \nabla f_{i}(x_{i}^{k}),
\]  
(3.6)
where \( \pi_{j} = \sum_{i=1}^{n} \pi_{i} w_{ij}, \forall i, j \). If we assume that the agents reach an agreement, then Eq. (3.6) can be viewed as an inexact (central) gradient descent (with \( \sum_{i=1}^{n} \pi_{i} \nabla f_{i}(x_{i}^{k}) \) instead of \( \sum_{i=1}^{n} \pi_{i} \nabla f_{i}(\hat{x}^{k}) \)) minimizing a new objective, \( \hat{f}(x) \triangleq \sum_{i=1}^{n} \pi_{i} f_{i}(x) \). As a result, the agents reach consensus and converge to the minimizer of \( \hat{f}(x) \).

Now consider the weight matrix, \( W \), to be column-stochastic but not row-stochastic. Let \( \bar{x}^{k} \) be the average of agents estimates at time \( k \), then Eq. (3.4)
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leads to

\[
\mathbf{x}^{k+1} = \frac{1}{n} \sum_{i=1}^{n} \mathbf{x}^{k+1}_i = \frac{1}{n} \sum_{j=1}^{n} \left( \sum_{i=1}^{n} w_{ij} \right) x^k_j - \frac{\alpha_k}{n} \sum_{i=1}^{n} \nabla f_i(x^k_i)
\]

\[
= \mathbf{x}^k - \left( \frac{\alpha_k}{n} \right) \sum_{i=1}^{n} \nabla f_i(x^k_i).
\]

Eq. (3.7) reveals that the average, \( \mathbf{x}^k \), of agents estimates follows an inex-
act (central) gradient descent (\( \sum_{i=1}^{n} \nabla f_i(x^k_i) \) instead of \( \sum_{i=1}^{n} \nabla f_i(\mathbf{x}^k) \)) with
stepsize \( \alpha^k/n \), thus reaching the minimizer of \( f(\mathbf{x}) \). Despite the fact that the
average, \( \mathbf{x}^k \), reaches the optima, \( \mathbf{x}^* \), of \( f(\mathbf{x}) \), the optima is not achievable for
each agent because consensus can not be reached with a matrix that is not
necessary row-stochastic.

Eqs. (3.6) and (3.7) explain the importance of doubly-stochastic matrices in consensus-based optimization. The row-stochasticity guarantees all of
the agents to reach a consensus, while column-stochasticity ensures each local gradient to contribute equally to the global objective. In other words, we
note that reaching a consensus requires the right eigenvector (corresponding
to eigenvalue 1) to lie in span\( \{1_n\} \), and minimizing the global objective re-
quires the corresponding left eigenvector to lie in span\( \{1_n\} \). Both the left
and right eigenvectors of a doubly-stochastic matrix are \( 1_n \), which, in gen-
eral, is not possible in directed graphs. Therefore, we aim to construct a new
weight matrix, $W \in \mathbb{R}^{2n \times 2n}$, whose left and right eigenvectors (corresponding to eigenvalue 1) are in the form: $[1_n^\top, v^\top]$ and $[1_n^\top, u^\top]^\top$, for some vector $v$ and $u$.

### 3.2 Algorithm and Assumptions

We introduce Directed-Distributed Subgradient Descent (D-DSD) that overcomes the above issues by augmenting an additional variable at each agent and thus constructing a new weight matrix, $M \in \mathbb{R}^{2n \times 2n}$, whose left and right eigenvectors (corresponding to eigenvalue 1) are in the form: $[1_n^\top, v^\top]$ and $[1_n^\top, u^\top]^\top$, for some vector $v$ and $u$. Formally, we describe D-DSD as follows.

At $k$th iteration, each agent, $j \in \mathcal{V}$, maintains two vectors: $x_j^k$ and $y_j^k$, both in $\mathbb{R}^p$. Agent $j$ sends its state estimate, $x_j^k$, as well as a weighted auxiliary variable, $b_{ij}y_j^k$, to each out-neighbor, $i \in \mathcal{N}_j^{\text{out}}$, where $b_{ij}$'s are such that:

$$b_{ij} = \begin{cases} 
> 0, & i \in \mathcal{N}_j^{\text{out}}, \\
0, & \text{otw.,}
\end{cases} \quad \sum_{i=1}^n b_{ij} = 1, \quad \forall j.$$

Agent $i$ updates the variables, $x_i^{k+1}$ and $y_i^{k+1}$, with the information received from its in-neighbors, $j \in \mathcal{N}_i^{\text{in}}$, as follows:

$$x_i^{k+1} = \sum_{j=1}^n a_{ij}x_j^k + \epsilon y_i^k - \alpha_k \nabla f_i(x_i^k), \quad (3.8a)$$
\[ y_i^{k+1} = x_i^k - \sum_{j=1}^{n} a_{ij} x_j^k + \sum_{j=1}^{n} b_{ij} y_j^k - \epsilon y_i^k, \]  

(3.8b)

where:

\[ a_{ij} = \begin{cases} 
> 0, & j \in N_i^{\text{in}}, \\
0, & \text{otw.}, \\
\sum_{j=1}^{n} a_{ij} = 1, & \forall i.
\end{cases} \]

The diminishing step-size, \( \alpha_k \geq 0 \), satisfies the persistence conditions, [39, 87]: \( \sum_{k=0}^{\infty} \alpha_k = \infty \), \( \sum_{k=0}^{\infty} \alpha_k^2 < \infty \). The scalar, \( \epsilon \), is a small positive number, which plays a key role in the convergence of the algorithm\(^1\). For an illustration of the message passing between agents in the implementation of Eq. (3.8), see Figure 3.1.

\(^1\)Note that in the implementation of Eq. (3.8), each agent needs the knowledge of its out-neighbors. In a more restricted setting, e.g., a broadcast application where it may not be possible to know the out-neighbors, we may use \( b_{ij} = |N_j^{\text{out}}|^{-1} \); thus, the implementation only requires knowing the out-degrees, see, e.g., [61, 62] for similar assumptions.
Fig. 3.1 on how agent \( i \) sends information to its out-neighbors and agent \( l \) receives information from its in-neighbors. In Fig. 3.1, the weights \( b_{ji} \) and \( b_{j} \) are designed by the sender, agent \( i \), and satisfy \( b_{ii} + b_{j} = 1 \). The weights \( a_{lm} \) are designed by the receiver, agent \( l \), and satisfy \( b_{l} + b_{lm} = 1 \). To analyze the algorithm, we denote \( z^k_i \in \mathbb{R}^p \), \( g^k_i \in \mathbb{R}^p \), and \( M \in \mathbb{R}^{2n \times 2n} \) as follows:

\[
M = \begin{bmatrix}
A & \epsilon I \\
I - A & B - \epsilon I
\end{bmatrix},
\tag{3.9}
\]

where \( A = \{a_{ij}\} \) is row-stochastic, \( B = \{b_{ij}\} \) is column-stochastic. Consequently, Eq. (3.8) can be represented compactly as follows: for any \( i \in \{1, \ldots, 2n\} \), at \( k + 1 \)th iteration,

\[
z^{k+1}_i = \sum_{j=1}^{2n} [M]_{ij} z^k_j - \alpha_k g^k_i.
\tag{3.10}
\]

We refer to the iterative relation in Eq. (3.10) as the Directed-Distributed Subgradient Descent (D-DSD) method, since it has the same form as DGD except the dimension doubles due to a new weight matrix \( M \in \mathbb{R}^{2n \times 2n} \) as defined in Eq. (3.9). It is worth mentioning that even though Eq. (3.10) looks
similar to DGD, \[37\], the convergence analysis of D-DSD does not exactly follow that of DGD. This is because the weight matrix, \(M\), has negative entries. Besides, \(M\) is not a doubly-stochastic matrix, i.e., the row sum is not 1. Hence, the tools in the analysis of DGD are not applicable, e.g., \(\|\sum_j [M]_{ij}z_j - x^*\| \leq \sum_j |[M]_{ij}| \|z_j - x^*\|\) does not necessarily hold because \([M]_{ij}\) are not non-negative.

We now describe the assumptions to ensure the convergence of D-DSD to the optimal solution of Problem P1 over directed networks.

**Assumption A1.** In order to ensure the convergence of D-DSD to the optimal solution of Problem P1 over directed networks, we make the following assumptions:

(a) The agent graph, \(G\), is strongly-connected.

(b) The optimizer of Problem P1 and the corresponding optimal value exist and are unique. Formally, we have

\[
f(x^*) = f^* = \min f(x).
\]

(c) Each local function, \(f_i : \mathbb{R}^p \to \mathbb{R}\), is convex, \(\forall i \in V\).

(d) For each local objective function, it is not necessarily differentiable. The sub-gradient, \(\nabla f_i(x)\), is bounded:

\[
\|\nabla f_i(x)\| \leq D,
\]
for all $\mathbf{x} \in \mathbb{R}^p, i \in \mathcal{V}$.

The Assumptions A1 are standard in nonsmooth distributed optimization, see related literature, [38], and references therein. Note that in Assumption A1(d), we claim that the objective functions are not necessarily differentiable. Therefore, we use term sub-gradient instead of gradient in this chapter since the gradients of functions do not necessary exist. We now present the convergence analysis of D-DSD.

### 3.3 Convergence Analysis

The convergence analysis of D-DSD can be divided into two parts. In the first part, we discuss the consensus property of D-DSD, i.e., we capture the decrease in $\|\mathbf{z}_i^k - \mathbf{z}^k\|$ for $i \in \{1, ..., n\}$, as D-DSD progresses, where we define $\mathbf{z}^k$ as the accumulation point:

$$
\mathbf{z}^k \triangleq \frac{1}{n} \sum_{j=1}^{2n} \mathbf{z}_i^k = \frac{1}{n} \sum_{j=1}^{n} \mathbf{x}_i^k + \frac{1}{n} \sum_{j=1}^{n} \mathbf{y}_i^k. \quad (3.11)
$$

The decrease in $\|\mathbf{z}_i^k - \mathbf{z}^k\|$ reveals that all agents approach a common accumulation point. We then show the optimality property in the second part, i.e., the decrease in the difference between the function evaluated at the accumulation point and the optimal solution, $f(\mathbf{z}^k) - f(\mathbf{x}^*)$. We combine the two parts to establish the convergence.
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Consensus Property

To show the consensus property, we study the convergence behavior of the weight matrices, $M^k$, in Eq. (3.9) as $k$ goes to infinity. We use an existing results on such matrices $M$, based on which we show the convergence behavior as well as the convergence rate. We borrow the following from [88].

**Lemma 1.** (Cai et al. [88]) Assume the graph is strongly-connected. $M$ is the weighting matrix defined in Eq. (3.9), and the constant $\epsilon$ in $M$ satisfies $\epsilon \in (0, \Upsilon)$, where $\Upsilon := \frac{1}{(20+8n)^n}(1 - |\lambda_3|)^n$, where $\lambda_3$ is the third largest eigenvalue of $M$ in Eq. (3.9) by setting $\epsilon = 0$. Then the weighting matrix, $M$, defined in Eq. (3.9), has a simple eigenvalue 1 and all other eigenvalues have magnitude smaller than one.

Based on Lemma 1, we now provide the convergence behavior as well as the convergence rate of the weight matrix, $M$.

**Lemma 2.** Assume that the network is strongly-connected, and $M$ is the weight matrix that defined in Eq. (3.9). Then,

(a) The sequence of $\{M^k\}$, as $k$ goes to infinity, converges to the following limit:

$$
\lim_{k \to \infty} M^k = \begin{bmatrix}
\frac{1}{n}1_n1_n^T & \frac{1}{n}1_n1_n^T \\
0 & 0
\end{bmatrix}.
$$
(b) For all \(i, j \in \mathcal{V}\), the entries \([M^k]_{ij}\) converge to their limits as \(k \to \infty\) at a geometric rate, i.e., there exist bounded constants, \(\Gamma \in \mathbb{R}\), and \(0 < \gamma < 1\), such that

\[
\left\| M^k - \begin{bmatrix}
\frac{1}{n} \mathbf{1}^\top_n & \frac{1}{n} \mathbf{1}^\top_n \\
0 & 0
\end{bmatrix}
\right\|_\infty \leq \Gamma \gamma^k.
\]

**Proof.** Note that the sum of each column of \(M\) equals one, so 1 is an eigenvalue of \(M\) with a corresponding left (row) eigenvector \([\mathbf{1}^\top_n \mathbf{1}^\top_n]\). We further have \(M[\mathbf{1}^\top_n \mathbf{0}^\top_n]^\top = [\mathbf{1}^\top_n \mathbf{0}^\top_n]^\top\), so \([\mathbf{1}^\top_n \mathbf{0}^\top_n]^\top\) is a right (column) eigenvector corresponding to the eigenvalue 1. According to Lemma 1, 1 is a simple eigenvalue of \(M\) and all other eigenvalues have magnitude smaller than one. We represent \(M^k\) in the Jordan canonical form for some \(P_i\) and \(Q_i\)

\[
M^k = \frac{1}{n} [\mathbf{1}^\top_n \mathbf{0}^\top_n]^\top [\mathbf{1}^\top_n \mathbf{1}^\top_n] + \sum_{i=2}^n P_i J_i^k Q_i, \tag{3.12}
\]

where the diagonal entries in \(J_i\) are smaller than one in magnitude for all \(i\).

The statement (a) follows by noting that \(\lim_{k \to \infty} J_i^k = 0\), for all \(i\).

From Eq. (3.12), and with the fact that all eigenvalues of \(M\) except 1 have magnitude smaller than one, there exist some bounded constants, \(\Gamma\) and \(\gamma \in (0, 1)\), such that

\[
\left\| M^k - \begin{bmatrix}
\frac{1}{n} \mathbf{1}^\top_n & \frac{1}{n} \mathbf{1}^\top_n \\
0 & 0
\end{bmatrix}
\right\| = \left\| \sum_{i=2}^n P_i J_i^k Q_i \right\|,
\]

\[
\leq \sum_{i=2}^n \|P_i\| \|Q_i\| \|J_i^k\|.
\]
≤ Γγ^k,

from which we get the desired result.

Using the result from Lemma 1, Lemma 2 shows the convergence behavior of the power of the weight matrix, and further show that its convergence is bounded by a geometric rate. Lemma 2 plays a key role in proving the consensus properties of D-DSD. Based on Lemma 2, we bound the difference between agent estimates in the following lemma. More specifically, we show that the agent estimates, \( x_i^k \), approaches the accumulation point, \( z_k \), and the auxiliary variable, \( y_i^k \), goes to 0_n, where \( z_k \) is defined in Eq. (3.11).

**Lemma 3.** Let the Assumptions A1 hold. Let \( \{z_i^k\} \) be the sequence over \( k \) generated by the D-DSD algorithm, Eq. (3.10). Then, there exist some bounded constants, \( \Gamma \) and \( 0 < \gamma < 1 \), such that:

(a) for \( 1 \leq i \leq n \), and \( k \geq 1 \),

\[
\|z_i^k - z^k\| \leq \Gamma \gamma^k \sum_{j=1}^{2n} \|z_j^0\| + n\Gamma D \sum_{r=1}^{k-1} \gamma^{k-r} \alpha_{r-1} + 2D\alpha_{k-1};
\]

(b) for \( n + 1 \leq i \leq 2n \), and \( k \geq 1 \),

\[
\|z_i^k\| \leq \Gamma \gamma^k \sum_{j=1}^{2n} \|z_j^0\| + n\Gamma D \sum_{r=1}^{k-1} \gamma^{k-r} \alpha_{r-1}.
\]

**Proof.** For any \( k \geq 1 \), we write Eq. (3.10) recursively

\[
z_i^k = \sum_{j=1}^{2n} [M^k]_{ij} z_j^0 - \sum_{r=1}^{k-1} \sum_{j=1}^{2n} [M^{k-r}]_{ij} \alpha_{r-1} g_j^{r-1} - \alpha_{k-1} g_i^{k-1}. \tag{3.13}
\]
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Since every column of $M$ sums up to one, we have for any $r \sum_{i=1}^{2n}[M^r]_{ij} = 1$. Considering the recursive relation of $z_i^k$ in Eq. (3.13), we obtain that $\bar{z}^k$ can be represented as

$$\bar{z}^k = \sum_{j=1}^{2n} \frac{1}{n} z_j^0 - \sum_{r=1}^{k-1} \sum_{j=1}^{2n} \frac{1}{n} \alpha_{r-1} g_j^{r-1} - \frac{1}{n} \sum_{j=1}^{2n} \alpha_{k-1} g_j^{k-1}. \quad (3.14)$$

Subtracting Eq. (3.14) from (3.13) and taking the norm, we obtain that for $1 \leq i \leq n$,

$$\|z_i^k - \bar{z}^k\| \leq \sum_{j=1}^{2n} \|M^k\|_{ij} - \frac{1}{n} \|z_j^0\| + \sum_{r=1}^{k-1} \sum_{j=1}^{n} \|M^{k-r}\|_{ij} - \frac{1}{n} \alpha_{r-1} \|\nabla f_j(x_r^{r-1})\| + \alpha_{k-1} \|\nabla f_i(x_k^{k-1})\| + \frac{1}{n} \sum_{j=1}^{n} \alpha_{k-1} \|\nabla f_j(x_k^{k-1})\|. \quad (3.15)$$

The proof of part (a) follows by applying the result of Lemma 2 to Eq. (3.15) and noticing that the gradient is bounded by a constant $D$. Similarly, by taking the norm of Eq. (3.13), we obtain that for $n + 1 \leq i \leq 2n$,

$$\|z_i^k\| \leq \sum_{j=1}^{2n} \|M^k\|_{ij} \|z_j^0\| + \sum_{r=1}^{k-1} \sum_{j=1}^{n} \|M^{k-r}\|_{ij} \alpha_{r-1} \|\nabla f_j(x_r^{r-1})\|. \quad (3.16)$$

The proof of part (b) follows by applying the result of Lemma 2 to the preceding relation and considering the boundedness of gradient in Assumption A1(d).

Using the above lemma, we now draw our first conclusion on the consensus property at the agents. Proposition 1 reveals that all agents asymptotically reach consensus.
Proposition 1. Let the Assumptions A1 hold. Let \( \{z^k_i\} \) be the sequence over \( k \) generated by the D-DSD algorithm, Eq. (3.10). Then, \( z^k_i \) satisfies

(a) for \( 1 \leq i \leq n \),

\[
\sum_{k=1}^{\infty} \alpha_k \left\| z^k_i - z^k \right\| < \infty;
\]

(b) for \( n + 1 \leq i \leq 2n \),

\[
\sum_{k=1}^{\infty} \alpha_k \left\| z^k_i \right\| < \infty.
\]

Proof. Based on the result of Lemma 3(a), we obtain, for \( 1 \leq i \leq n \),

\[
\sum_{k=1}^{K} \alpha_k \left\| z^k_i - z^k \right\| \leq \Gamma \left( \sum_{j=1}^{2n} \left\| z^0_j \right\| \right) \sum_{k=1}^{K} \alpha_k \gamma^k + n \Gamma D \sum_{k=1}^{K} \sum_{r=1}^{k-1} \gamma^{(k-r)} \alpha_k \alpha_{r-1}
\]

\[
+ 2D \sum_{k=0}^{K-1} \alpha_k^2.
\]  

(3.16)

With the basic inequality \( ab \leq \frac{1}{2} (a^2 + b^2) \), \( a, b \in \mathbb{R} \), we have:

\[
2 \sum_{k=1}^{K} \alpha_k \gamma^k \leq \sum_{k=1}^{K} \left[ \alpha_k^2 + \gamma^{2k} \right] \leq \sum_{k=1}^{K} \alpha_k^2 + \frac{1}{1 - \gamma^2};
\]

and

\[
\sum_{k=1}^{K} \sum_{r=1}^{k-1} \gamma^{(k-r)} \alpha_k \alpha_{r-1} \leq \frac{1}{2} \sum_{k=1}^{K} \alpha_k^2 \sum_{r=1}^{k-1} \gamma^{(k-r)} + \frac{1}{2} \sum_{r=1}^{K-1} (\alpha_{r-1})^2 \sum_{k=r+1}^{K} \gamma^{(k-r)}
\]

\[
\leq \frac{1}{1 - \gamma} \sum_{k=1}^{K} \alpha_k^2.
\]

The proof of part (a) follows by applying the preceding relations to Eq. (3.16) along with \( \sum_{k=0}^{K} \alpha_k^2 < \infty \) as \( K \to \infty \). Following the same spirit in the proof of part (b), we can reach the conclusion of part (b).
Since \( \sum_{k=1}^{\infty} \alpha_k = \infty \), Proposition 1 shows that all agents reach consensus at the accumulation point, \( \bar{z}^k \), asymptotically, i.e., for all \( 1 \leq i \leq n \), \( 1 \leq j \leq n \),

\[
\lim_{k \to \infty} z^k_i = \lim_{k \to \infty} \bar{z}^k = \lim_{k \to \infty} z^k_j, \tag{3.17}
\]

and for \( n + 1 \leq i \leq 2n \), the states, \( z^k_i \), asymptotically, converge to zero, i.e., for \( n + 1 \leq i \leq 2n \),

\[
\lim_{k \to \infty} z^k_i = 0. \tag{3.18}
\]

We next show how the accumulation point, \( \bar{z}^k \), approaches the optima, \( x^* \), as D-DSD progresses.

**Optimality Property**

The following lemma gives an upper bound on the difference between the objective evaluated at the accumulation point, \( f(\bar{z}^k) \), and the optimal objective value, \( f^* \).

**Lemma 4.** Let the Assumptions A1 hold. Let \( \{z^k_i\} \) be the sequence over \( k \) generated by the D-DSD algorithm, Eq. (3.10). Then,

\[
2 \sum_{k=0}^{\infty} \alpha_k (f(\bar{z}^k) - f^*) \leq n \|\bar{z}^0 - x^*\|^2 + nD^2 \sum_{k=0}^{\infty} \alpha_k^2 + \frac{4D}{n} \sum_{i=1}^{n} \sum_{k=0}^{\infty} \alpha_k \|z^k_i - \bar{z}^k\|. \tag{3.19}
\]
Proof. Consider Eq. (3.10) and the fact that each column of $M$ sums to one, we have

$$
\bar{z}^{k+1} = \frac{1}{n} \sum_{j=1}^{2n} \left[ \sum_{i=1}^{2n} [M]_{ij} \right] z_j^k - \frac{1}{n} \sum_{i=1}^{2n} g_i^k,
$$

$$
= \bar{z}^k - \frac{\alpha_k}{n} \sum_{i=1}^{n} \nabla f_i(z_i^k).
$$

Therefore, we obtain that

$$\|\bar{z}^{k+1} - x^*\|^2 = \|\bar{z}^k - x^*\|^2 + \left\| \frac{\alpha_k}{n} \sum_{i=1}^{n} \nabla f_i(z_i^k) \right\|^2
$$

$$
- 2 \frac{\alpha_k}{n} \sum_{i=1}^{n} \langle \bar{z}^k - x^*, \nabla f_i(z_i^k) \rangle.
$$

(3.20)

Denote $\nabla f_i^k = \nabla f_i(z_i^k)$. Since $\|\nabla f_i^k\| \leq D$, we have

$$
\langle \bar{z}^k - x^*, \nabla f_i^k \rangle = \langle \bar{z}^k - z_i^k, \nabla f_i^k \rangle + \langle z_i^k - x^*, \nabla f_i^k \rangle
$$

$$
\geq \langle \bar{z}^k - z_i^k, \nabla f_i^k \rangle + f_i(z_i^k) - f_i(x^*)
$$

$$
\geq -D \|z_i^k - \bar{z}^k\| + f_i(z_i^k) - f_i(z_i^k) + f_i(\bar{z}^k) - f_i(x^*)
$$

$$
\geq -2D \|z_i^k - \bar{z}^k\| + f_i(\bar{z}^k) - f_i(x^*).
$$

(3.21)

By substituting Eq. (3.21) in Eq. (3.20), and rearranging the terms, we obtain that

$$
2\alpha_k \left( f(\bar{z}^k) - f^* \right) \leq n \|\bar{z}^k - x^*\|^2 - n \|\bar{z}^{k+1} - x^*\|^2 + nD^2 \alpha_k^2
$$

$$
+ \frac{4D}{n} \sum_{i=1}^{n} \alpha_k \|z_i^k - \bar{z}^k\|.
$$

(3.22)

The desired result is achieved by summing Eq. (3.22) over time from $k = 0$ to $\infty$. \qed
We are ready to present the main result of this paper, by combining all the preceding results.

**Theorem 1.** Let the Assumptions A1 hold. Let \( \{z_i^k\} \) be the sequence over \( k \) generated by the D-DSD algorithm, Eq. (3.10). Then, for any agent \( i \), we have

\[
\lim_{k \to \infty} f(z_i^k) = f^*. 
\]

**Proof.** Since the step-size follows that \( \sum_{k=0}^{\infty} \alpha_k^2 < \infty \), and \( \sum_{k=0}^{\infty} \alpha_k |z_i^k - z_k^k| < \infty \) from Lemma 1, we obtain from Eq. (3.19) that

\[
2 \sum_{k=0}^{\infty} \alpha_k (f(z_k^k) - f^*) < \infty, \tag{3.23}
\]

which reveals that \( \lim_{k \to \infty} f(z_k^k) = f^* \), by considering that \( \sum_{k=0}^{\infty} \alpha_k = \infty \) and \( (f(z_k^k) - f^*) > 0 \) for all \( k \). In Eq. (3.17), we have already shown that \( \lim_{k \to \infty} z_i^k = \lim_{k \to \infty} z_k^k \). Therefore, we obtain the desired result. \( \square \)

**Convergence Rate**

We now show the convergence rate of D-DSD. Let \( f_m := \min_k f(z_k^k) \), we have

\[
(f_m - f^*) \sum_{k=0}^{K} \alpha_k \leq \sum_{k=0}^{K} \alpha_k (f(z_k^k) - f^*) \tag{3.24}
\]

By combining Eqs. (3.16), (3.19) and (3.24), it can be verified that Eq. (3.19) can be represented in the following form:

\[
(f_m - f^*) \sum_{k=0}^{K} \alpha_k \leq C_1 + C_2 \sum_{k=0}^{K} \alpha_k^2,
\]
or equivalently,

\[(f_m - f^*) \leq \frac{C_1}{\sum_{k=0}^{K} \alpha_k} + \frac{C_2 \sum_{k=0}^{K} \alpha_k^2}{\sum_{k=0}^{K} \alpha_k}, \tag{3.25}\]

where the constants, \(C_1\) and \(C_2\), are given by

\[C_1 = \frac{n}{2} \left\| z^0 - x^* \right\|^2 - \frac{n}{2} \left\| z^{K+1} - x^* \right\|^2 + D\Gamma \sum_{j=1}^{2n} \left\| z_j^0 \right\| \frac{1}{1 - \gamma^2},\]

\[C_2 = \frac{nD^2}{2} + 4D^2 + D\Gamma \sum_{j=1}^{2n} \left\| z_j^0 \right\| + \frac{2D^2\Gamma}{1 - \gamma}.\]

Eq. (3.25) actually has the same form as the equations in analyzing the convergence rate of DGD (recall, e.g., [37]). In particular, when \(\alpha_k = k^{-1/2}\), the first term in Eq. (3.25) leads to

\[\frac{C_1}{\sum_{k=0}^{K} \alpha_k} = \frac{C_1}{K^{1/2} - 1} = O \left( \frac{1}{\sqrt{K}} \right),\]

while the second term in Eq. (3.25) leads to

\[\frac{C_2 \sum_{k=0}^{K} \alpha_k^2}{\sum_{k=0}^{K} \alpha_k} = \frac{C_2 \ln K}{2(\sqrt{K} - 1)} = O \left( \frac{\ln K}{\sqrt{K}} \right).\]

It can be observed that the second term dominates, and the overall convergence rate is \(O \left( \frac{\ln K}{\sqrt{K}} \right)\). As a result, D-DSD has the same convergence rate as DGD.

The restriction of directed graph does not effect the speed.

### 3.4 Numerical Experiment

We consider a distributed least squares problem in a directed graph: each agent owns a private objective function, \(s_i = R_i x + n_i\), where \(s_i \in \mathbb{R}^{m_i}\) and \(R_i \in \mathbb{R}^{m_i \times m_i}\). The cost function is given by

\[f_i(x) = \frac{1}{2} \left\| R_i x - s_i \right\|^2,\]

and the graph connectivity is represented by the adjacency matrix \(G\). The consensus term is given by

\[\frac{1}{2} \sum_{i,j} A_{ij} (x_i - x_j)^2,\]

where \(A_{ij}\) is the weight of the edge between nodes \(i\) and \(j\) in the graph. The optimization problem is then to find the vector of iterates \(x = (x_1, \ldots, x_n)^T\) that minimizes the expected cost

\[E \{ f(x) \} = \frac{1}{n} \sum_{i=1}^{n} f_i(x),\]

subject to

\[x_i \in \mathbb{R}^{m_i}, \quad i = 1, \ldots, n.\]
\( \mathbb{R}^{m_i \times p} \) are measured data, \( x \in \mathbb{R}^p \) is unknown states, and \( n_i \in \mathbb{R}^{m_i} \) is random unknown noise. The goal is to estimate \( x \). This problem can be formulated as a distributed optimization problem solving

\[
\min f(x) = \frac{1}{n} \sum_{i=1}^{n} \| R_i x - s_i \|.
\]

We consider the network topology as the digraphs shown in Fig. 3.2. We employ identical setting and graphs as [88]. In [88], the value of \( \epsilon = 0.7 \) is chosen for each \( G_a, G_b, G_c \).

![Fig. 3.2: Three examples of strongly-connected but non-balanced digraphs.](image)

Fig. 3.3 shows the convergence of the D-DSD algorithm for three digraphs displayed in Fig. 3.2. Once the weight matrix, \( M \), defined in Eq. (3.9), converges, the D-DSD ensures the convergence. Moreover, it can be observed that the residuals decrease faster as the number of edges increases, from \( G_a \) to \( G_c \). This indicates faster convergence when there are more communication channels available for information exchange.

Fig. 3.4 shows the convergence of the D-DSD algorithm with three different value of \( \epsilon \). We have shown earlier that the value of \( \epsilon \) plays a key role in the
convergence of the new weighting matrix, $M$. It can be found in Fig. 3.4 that in practical experiments, the range of $\epsilon$ is much larger than the theoretical range shown earlier.

In Fig. 3.5, we display the trajectories of both states, $x$ and $y$, when the
D-DSD, Eq. (3.10), is applied on digraph $G_a$ with parameter $\epsilon = 0.7$. Recall that in Eqs. (3.17) and (3.18), we have shown that as times, $k$, goes to infinity, the state, $x^k_i$ of all agents will converges to a same accumulation point, $z^k_i$, which is the optimal solution of the problem, and $y^k_i$ of all agents converges to zero, which are shown in Fig. 3.5.

![Figure 3.5: Sample paths of states, $x^k_i$, and $y^k_i$, on digraphs $G_a$ with $\epsilon = 0.7$.](image)

In the next experiment, we compare the performance between the D-DSD and others distributed optimization algorithms over directed graphs. The red curve in Fig. 3.6 is the plot of residuals of D-DSD on $G_a$. In Fig. 3.6, we also shown the convergence behavior of two other algorithms on the same digraph. The blue line is the plot of residuals with a DGD algorithm using a row-
stochastic matrix. As we have discussed, when the weight matrix is restricted to be row-stochastic, DGD actually minimizes a new objective function \( \hat{f}(x) = \sum_{i=1}^{n} \pi_i f_i(x) \) where \( \pi = \{\pi_i\} \) is the left eigenvector of the weight matrix corresponding to eigenvalue 1. So it does not converge to the true \( x^* \). The black curve shows the convergence behavior of the gradient-push algorithm, proposed in [61, 62]. Our algorithm has the same convergence rate as the gradient-push algorithm, which is \( O\left(\frac{\ln k}{\sqrt{k}}\right) \).

### 3.5 Conclusions and Future Work

In this chapter, we describe a distributed algorithm, called Directed-Distributed Subgradient Descent (D-DSD), to solve the problem of minimizing a sum of convex objective functions over a directed graph. Existing distributed algo-
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Algorithms, e.g., Distributed Gradient Descent (DGD), deal with the same problem under the assumption of undirected networks. The primary reason behind assuming the undirected graphs is to obtain a doubly-stochastic weight matrix. The row-stochasticity of the weight matrix guarantees that all agents reach consensus, while the column-stochasticity ensures optimality, i.e., each agent's local gradient contributes equally to the global objective. In a directed graph, however, it may not be possible to construct a doubly-stochastic weight matrix in a distributed manner. In each iteration of D-DSD, we simultaneously constructs a row-stochastic matrix and a column-stochastic matrix instead of only a doubly-stochastic matrix. The convergence of the new weight matrix, depending on the row-stochastic and column-stochastic matrices, ensures agents to reach both consensus and optimality. The analysis shows that the D-DSD converges at a rate of $O\left(\frac{\ln k}{\sqrt{k}}\right)$, where $k$ is the number of iterations.

In the analysis of D-DSD, we stick to the setting of static directed networks. Although we do not pursue this here, D-DSD can be generalized to work over time-varying directed graphs. Numerical experiments illustrate this findings. Extending the analysis to the case of time-varying directed graphs would be important directions for future work.
Chapter 4

D-DPS for Constrained

Nonsmooth Convex

Optimization

In this chapter, we propose a distributed algorithm, termed Directed-Distributed Projection Subgradient (D-DPS), to solve the distributed optimization problem over directed networks with an additional constrained set. D-DSD can be viewed as a special case of D-DPS when the constrained set is $\mathbb{R}^p$, meaning no constraint. Same as D-DSD, D-DPS converges to the optimal solution in nonsmooth convex optimization, i.e., the local objective functions in the problem are convex, but not necessarily differentiable. The convergence analysis shows
that D-DPS converges at a rate of $O\left(\frac{\ln k}{\sqrt{k}}\right)$, where $k$ is the number of iterations.

## 4.1 Problem, Assumptions, and Algorithm

Consider a strongly-connected network of $n$ agents communicating over a directed graph, $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is the set of agents, and $\mathcal{E}$ is the collection of ordered pairs, $(i, j), i, j \in \mathcal{V}$, such that agent $j$ can send information to agent $i$. Define $\mathcal{N}_i^{\text{in}}$ to be the collection of in-neighbors that can send information to agent $i$. Similarly, $\mathcal{N}_i^{\text{out}}$ is defined as the out-neighbors of agent $i$. We allow both $\mathcal{N}_i^{\text{in}}$ and $\mathcal{N}_i^{\text{out}}$ to include the node $i$ itself. In our case, $\mathcal{N}_i^{\text{in}} \neq \mathcal{N}_i^{\text{out}}$ in general. We focus on solving a constrained convex optimization problem that is distributed over the above multi-agent network. In particular, the network of agents cooperatively solve the following optimization problem:

$$P2: \text{minimize } f(x) = \sum_{i=1}^{n} f_i(x), \text{ subject to } x \in \mathcal{X},$$

where each local objective function $f_i : \mathbb{R}^p \rightarrow \mathbb{R}$ being convex, not necessarily differentiable, is only known by agent $i$, and the constrained set, $\mathcal{X} \subseteq \mathbb{R}^p$, is convex and closed.

The goal is to solve Problem P2 in a distributed manner such that the agents do not exchange the objective function with each other, but only share their own states with their out-neighbors in each iteration. Note that Problem P1 which we consider in previous chapters is a special case of P2 when $\mathcal{X} = \mathbb{R}^p$. 
As a result, D-DPS can be viewed as an extension of D-DSD to constrained optimization. We adopt the same assumptions as the assumptions used in D-DSD. For the sake of argument, we claim these assumptions again here.

**Assumption A2.** The graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is strongly-connected, i.e., $\forall i, j \in \mathcal{V}$, there exists a directed path from $j$ to $i$. Assumption A2 ensures that the private information of any agent is disseminated to the whole network.

**Assumption A3.** Each function, $f_i$, is convex, but not necessarily differentiable. The subgradient, $\nabla f_i(x)$, is bounded, i.e., $\|\nabla f_i(x)\| \leq B_{f_i}$, $\forall x \in \mathbb{R}^p$. With $B = \max_i \{B_{f_i}\}$, we have for any $x \in \mathbb{R}^p$,

$$\|\nabla f_i(x)\| \leq B, \quad \forall i \in \mathcal{V}. \quad (4.1)$$

We now formally describe the implementation of D-DPS. Let each agent, $j \in \mathcal{V}$, maintain two vectors: $x_j^k$ and $y_j^k$, both in $\mathbb{R}^p$, where $k$ is the discrete-time index. At the $k+1$th iteration, agent $j$ sends its state estimate, $x_j^k$, as well as a weighted auxiliary variable, $b_{ij}y_j^k$, to each out-neighbor, $i \in \mathcal{N}_j^{\text{out}}$, where all those out-weights, $b_{ij}$’s, of agent $j$ satisfy:

$$b_{ij} = \begin{cases} 
> 0, \quad i \in \mathcal{N}_j^{\text{out}}, \\
0, \quad \text{otw.},
\end{cases} \quad \sum_{i=1}^n b_{ij} = 1.$$
Agent $i$ then updates the variables, $x^{k+1}_i$ and $y^{k+1}_i$, with the information received from its in-neighbors, $j \in \mathcal{N}_i^{in}$:

$$x^{k+1}_i = \mathcal{P}_X \left[ \sum_{j=1}^{n} a_{ij} x^k_j + \epsilon y^k_i - \alpha_k \nabla f_i^k \right], \quad (4.2a)$$

$$y^{k+1}_i = x^k_i - \sum_{j=1}^{n} a_{ij} x^k_j + \sum_{j=1}^{n} (b_{ij} y^k_j) - \epsilon y^k_i, \quad (4.2b)$$

where the in-weights, $a_{ij}$’s, of agent $i$ satisfy that:

$$a_{ij} = \begin{cases} 
> 0, & j \in \mathcal{N}_i^{in}, \\
0, & \text{otherwise,}
\end{cases} \quad \sum_{j=1}^{n} a_{ij} = 1;$$

$\mathcal{P}_X[.]$ is the projection operator on the set $\mathcal{X}$. The scalar, $\epsilon$, is a small positive constant, of which we will give the range later. The diminishing step-size, $\alpha_k \geq 0$, satisfies the persistence conditions: $\sum_{k=0}^{\infty} \alpha_k = \infty; \sum_{k=0}^{\infty} \alpha_k^2 < \infty$; and $\nabla f_i^k = \nabla f_i(x^k_i)$ represents the subgradient of $f_i$ at $x^k_i$. We provide the proof of D-DPS in next section, where we show that all agents states converge to some common accumulation state, and the accumulation state converges to the optimal solution of the problem, i.e., $x^\infty_i = x^\infty_j = x^\infty$ and $f(x^\infty) = f^*$, $\forall i, j$, where $f^*$ denotes the optimal solution of Problem P2. To facilitate the proof, we present some existing results regarding the convergence of a new weighting matrix, and some inequality satisfied by the projection operator. The first lemma is presented as Lemma 5 in Chapter III. We claim it here again to facilitate the analysis.
Lemma 5. Let Assumption A2 holds. Let $M$ be the weighting matrix, Eq. (3.9), and the constant $\epsilon$ in $M$ satisfy $\epsilon \in (0, \Upsilon)$, where $\Upsilon := \frac{1}{(20+8n)n}(1-|\lambda_3|)^n$ and $\lambda_3$ is the third largest eigenvalue of $M$ by setting $\epsilon = 0$. Then:

(a) The sequence of $\{M^k\}$, as $k$ goes to infinity, converges to the following limit:

$$
\lim_{k \to \infty} M^k = \begin{bmatrix}
\frac{1}{n} & \frac{1}{n} \\
0 & 0
\end{bmatrix};
$$

(b) For all $i, j \in [1, \ldots, 2n]$, the entries $[M^k]_{ij}$ converge at a geometric rate, i.e., there exist bounded constants, $\Gamma \in \mathbb{R}^+$, and $\gamma \in (0, 1)$, such that

$$
\| M^k - \begin{bmatrix}
\frac{1}{n} & \frac{1}{n} \\
0 & 0
\end{bmatrix} \|_{\infty} \leq \Gamma \gamma^k.
$$

The proof and related discussion can be found in Lemma 5 in Chapter III.

The next lemma regarding the projection operator is from [38].

Lemma 6. Let $\mathcal{X}$ be a non-empty closed convex set in $\mathbb{R}^p$. For any vector $y \in \mathcal{X}$ and $x \in \mathbb{R}^p$, it satisfies:

(a) $\langle y - \mathcal{P}_\mathcal{X} [x], x - \mathcal{P}_\mathcal{X} [x] \rangle \leq 0$.

(b) $\| \mathcal{P}_\mathcal{X} [x] - y \|^2 \leq \| x - y \|^2 - \| \mathcal{P}_\mathcal{X} [x] - x \|^2$. 
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4.2 Convergence Analysis

To analyze D-DPS, we write Eq. (4.2) in a compact form. We denote $z^k_i \in \mathbb{R}^p$, $g^k_i \in \mathbb{R}^p$ as

$$
\begin{align*}
    z^k_i &= \begin{cases} 
    x^k_i, & 1 \leq i \leq n, \\
    y^k_{i-n}, & n + 1 \leq i \leq 2n,
    \end{cases} \\
    g^k_i &= \begin{cases} 
    x^{k+1}_i - \sum_{j=1}^n a_{ij} x^k_j - \epsilon y^k_i, & 1 \leq i \leq n, \\
    0_p, & n + 1 \leq i \leq 2n,
    \end{cases}
\end{align*}
$$

and $A = \{a_{ij}\}$, $B = \{b_{ij}\}$, and $M = \{m_{ij}\}$ collect the weights from Eqs. (4.2) and (3.9). We now represent Eq. (4.2) as follows: for any $i \in \{1, ..., 2n\}$, at $k+1$th iteration,

$$
    z^{k+1}_i = \sum_{j=1}^{2n} m_{ij} z^k_j + g^k_i,
$$

(4.4)

where we refer to $g^k_i$ as the perturbation. Eq. (4.4) can be viewed as a distributed subgradient method, [37], where the doubly stochastic matrix is substituted with the new weighting matrix, $M$, Eq. (3.9), and the subgradient is replaced by the perturbation, $g^k_i$. We summarize the spirit of the upcoming convergence proof, which consists of proving both the consensus property and the optimality property of D-DPS. As to the consensus property, we show that the disagreement between estimates of agents goes to zero, i.e.,

$$
\lim_{k \to \infty} \|x^k_i - x^k_j\| = 0, \forall i, j \in \mathcal{V}.
$$

More specifically, we show that the limit
of agent estimates converge to some accumulation state, $\mathbf{z}^k = \frac{1}{n} \sum_{i=1}^{2n} \mathbf{z}_i^k$, i.e.,
\[
\lim_{k \to \infty} \|\mathbf{x}_i^k - \mathbf{z}^k\| = 0, \forall i, \text{ and the agents additional variables go to zero, i.e., }
\lim_{k \to \infty} \|\mathbf{y}_i^k\| = 0, \forall i.
\]
Based on the consensus property, we next show the optimality property that the difference between the objective function evaluated at the accumulation state and the optimal solution goes to zero, i.e.,
\[
\lim_{k \to \infty} f(\mathbf{z}^k) = f^*.
\]

We formally define the accumulation state $\mathbf{z}^k$ as follow,
\[
\mathbf{z}^k = \frac{1}{n} \sum_{i=1}^{2n} \mathbf{z}_i^k = \frac{1}{n} \sum_{i=1}^{n} \mathbf{x}_i^k + \frac{1}{n} \sum_{i=1}^{n} \mathbf{y}_i^k.
\] (4.5)

The following lemma regarding $\mathbf{x}_i^k$, $\mathbf{y}_i^k$, and $\mathbf{z}^k$ is straightforward. We assume that all of the initial states of agents are zero, i.e., $\mathbf{z}_i^k = \mathbf{0}_p$, $\forall i$, for the sake of simplicity in the representation of proof.

**Lemma 7.** Let Assumptions A2, A3 hold. Then, there exist some bounded constants, $\Gamma > 0$ and $0 < \gamma < 1$, such that:

(a) for all $i \in V$ and $k \geq 0$, the agent estimate satisfies\(^1\)
\[
\|\mathbf{x}_i^k - \mathbf{z}^k\| \leq \Gamma \sum_{r=1}^{k-1} \gamma^{k-r} \sum_{j=1}^{n} \|\mathbf{g}_{i,j}^{r-1}\| + \sum_{j=1}^{n} \|\mathbf{g}_{j}^{k-1}\|;
\]

(b) for all $i \in V$ and $k \geq 0$, the additional variable satisfies
\[
\|\mathbf{y}_i^k\| \leq \Gamma \sum_{r=1}^{k-1} \gamma^{k-r} \sum_{j=1}^{n} \|\mathbf{g}_{i,j}^{r-1}\|.
\]

\(^1\)In this paper, we allow the notation that the superscript of sum being smaller than its subscript. In particular, for any sequence $\{s_k\}$, we have $\sum_{k=k_1}^{k_2} s_k = 0$, if $k_2 < k_1$. Besides, we denote in this paper for convenience that $\mathbf{g}_{i,j}^{-1} = 0_p$, $\forall i$.
Proof. For any \( k \geq 0 \), we write Eq. (4.4) recursively
\[
    z_i^k = \sum_{r=1}^{k-1} \sum_{j=1}^{n} [M^{k-r}]_{ij} g_{r}^{i} + g_i^{k-1}. \tag{4.6}
\]
We have \( \sum_{i=1}^{n} [M^k]_{ij} = 1 \) for any \( k \geq 0 \) since each column of \( M \) sums up to one. Considering the recursive relation of \( z_i^k \) in Eq. (4.6), we obtain that \( \bar{z}^k \) can be written as
\[
    \bar{z}^k = \sum_{r=1}^{k-1} \sum_{j=1}^{n} \frac{1}{n} g_{r}^{i} + \frac{1}{n} \sum_{i=1}^{n} g_i^{k-1}. \tag{4.7}
\]
Subtracting Eq. (4.7) from (4.6) and taking the norm, we obtain
\[
    \left\| z_i^k - \bar{z}^k \right\| \leq \sum_{r=1}^{k-1} \sum_{j=1}^{n} \left\| [M^{k-r}]_{ij} - \frac{1}{n} \right\| \left\| g_{r}^{i} \right\|
    + \frac{n-1}{n} \left\| g_i^{k-1} \right\| + \frac{1}{n} \sum_{j \neq i} \left\| g_j^{k-1} \right\|. \tag{4.8}
\]
The proof of part (a) follows by applying Lemma 5 to Eq. (4.8) for \( 1 \leq i \leq n \), whereas the proof of part (b) follows by applying Lemma 5 to Eq. (4.6) for \( n + 1 \leq i \leq 2n \).

Convergence of the perturbation

We now show that the perturbation, \( g_i^k \), goes to zero, i.e., at \( k \)th iteration, the norm of the perturbation, \( g_i^k \), at any agent can be bounded by the step-size times some positive bounded constant, i.e., there exists some bounded constant \( C > 0 \) such that \( \left\| g_i^k \right\| \leq C \alpha_k, \forall i, k \). The next lemma bounds perturbations by step-sizes in an ergodic sense.
Lemma 8. Let Assumptions A2, A3 hold. Let $\epsilon$ be the small constant used in the algorithm, Eq. (3.8), such that $\epsilon \leq \frac{1 - \gamma}{2n\Gamma\gamma}$. Define the variable $g_k = \sum_{i=1}^{n} \|g_k^i\|$. Then there exists some bounded constant $D > 0$ such that for all $K \geq 2$, $g_k$ satisfies:

$$
\sum_{k=0}^{K} g_k \leq D \sum_{k=0}^{K} \alpha_k; \quad (4.9)
$$

$$
\sum_{k=0}^{K} \alpha_k g_k \leq D \sum_{k=0}^{K} \alpha_k^2, \quad (4.10)
$$

where $\alpha_k$ is the diminishing step-size used in the algorithm.

Proof. Based on the result of Lemma 6(b), we have

$$
\left\| P_{X} \left[ \sum_{j=1}^{n} a_{ij}x_j + \epsilon y_i^k - \alpha_k \nabla f_i^k \right] - \sum_{j=1}^{n} a_{ij}x_j^k \right\| \leq \epsilon \left| y_i^k - \alpha_k \nabla f_i^k \right|. \quad (4.11)
$$

Therefore, we obtain

$$
\|g_k^i\| \leq \|x_i^{k+1} - \sum_{j=1}^{n} a_{ij}x_j^k\| + \epsilon \|y_i^k\|,
$$

$$
\leq \|\epsilon y_i^k - \alpha_k \nabla f_i^k\| + \epsilon \|y_i^k\|,
$$

$$
\leq B\alpha_k + 2\epsilon \|y_i^k\|, \quad (4.12)
$$

where in the last inequality, we use the relation $\|\nabla f_i^k\| \leq B$. Applying the result of Lemma 7(b) regarding $\|y_i^k\|$ to the preceding relation, we have for all $i$,

$$
\|g_k^i\| \leq B\alpha_k + 2\epsilon \Gamma \sum_{r=1}^{k-1} \gamma^{k-r} \sum_{j=1}^{n} \|g_j^{r-1}\|. \quad (4.12)
$$
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By defining \( g_k = \sum_{i=1}^{n} \|g_i^k\| \), and summing the above relation over \( i \), it follows that

\[
g_k \leq nB \alpha_k + 2\epsilon \Gamma \sum_{r=1}^{k-1} \gamma^{k-r} g_{r-1}.
\] (4.13)

Summing Eq. (4.13) over time from \( k = 0 \) to \( K \), we obtain

\[
\sum_{k=0}^{K} g_k \leq nB \sum_{k=0}^{K} \alpha_k + 2\epsilon \Gamma \sum_{k=0}^{K} \sum_{r=1}^{k-1} \gamma^{k-r} g_{r-1},
\]

\[
\leq nB \sum_{k=0}^{K} \alpha_k + 2\epsilon \Gamma \frac{\gamma(1 - \gamma^{K-2})}{1 - \gamma} \sum_{k=0}^{K-2} g_k.
\]

Therefore, it satisfies, for any \( K \geq 2 \), that

\[
\left( 1 - \frac{2\epsilon \Gamma \gamma}{1 - \gamma} \right) \sum_{k=0}^{K} g_k \leq nB \sum_{k=0}^{K} \alpha_k.
\]

Since \( \epsilon \) can be arbitrary small, (see Lemma 5), it is achievable that \( \epsilon \leq \frac{1 - \gamma}{2n\Gamma \gamma} \), which obtains the desired result.

Similarly, it can be derived from Eq. (4.13) that

\[
\sum_{k=0}^{K} \alpha_k g_k \leq nB \sum_{k=0}^{K} \alpha_k^2 + 2\epsilon \Gamma \sum_{k=0}^{K} \sum_{r=1}^{k-1} \gamma^{k-r} \alpha_{r-1} g_{r-1}.
\]

Noticing that the step-size is diminishing, it follows that

\[
\sum_{k=0}^{K} \alpha_k \sum_{r=1}^{k-1} \gamma^{k-r} g_{r-1} \leq \sum_{k=0}^{K} \sum_{r=1}^{k-1} \gamma^{k-r} \alpha_{r-1} g_{r-1},
\]

\[
\leq \gamma \frac{(1 - \gamma^{K-2})}{1 - \gamma} \sum_{k=0}^{K-2} \alpha_k g_k.
\]

Therefore, it satisfies, for any \( K \geq 2 \), that

\[
\left( 1 - \frac{2\epsilon \Gamma \gamma}{1 - \gamma} \right) \sum_{k=0}^{K} \alpha_k g_k \leq nB \sum_{k=0}^{K} \alpha_k^2,
\]
which completes the proofs.

Based on the result of Lemma 8, we show that at $k$th iteration, the norm of perturbation, $g^k$, of any agent can be bounded by the step-size times some bounded constant.

**Lemma 9.** Let Assumptions A2, A3 hold. Let $\epsilon$ be the small constant used in the algorithm, Eq. (3.8), such that $\epsilon \leq \frac{1-\gamma}{2\alpha \gamma}$. Define the variable $g_k = \sum_{i=1}^{n} \|g^k_i\|$. Then there exists some bounded constant $C > 0$ such that for all $k \geq 0$, $g_k$ satisfies:

$$g_k \leq C\alpha_k; \quad (4.14)$$

where $\alpha_k$ is the diminishing step-size used in the algorithm.

**Proof.** Suppose on the contrary that $g_k/\alpha_k = \infty$, for some $k$. Since $\alpha_k \neq 0$, for any finite $k$, and we get from Lemma 8 that $\sum_{k=0}^{\infty} \alpha_k g_k \leq \sum_{k=0}^{\infty} \alpha_k^2 < \infty$, we obtain that $g_k$ is bounded for any finite $k$. Therefore, we only get $g_k/\alpha_k = \infty$ when $k$ goes to infinity, i.e., $\lim_{k \to \infty} \frac{g_k}{\alpha_k} = \infty$. This implies that there exists some finite $K$ such that for all $k \geq K$, we have $g_k > 2D\alpha_k$, where $D$ is the constant in the result of Lemma 8. The preceding relation implies that

$$\sum_{k=K}^{\infty} g_k > 2D \sum_{k=K}^{\infty} \alpha_k.$$
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since $\sum_{k=0}^{\infty} \alpha_k = \infty$, we have $\sum_{k=0}^{K-1} \alpha_k < \sum_{k=K}^{\infty} \alpha_k = \infty$. therefore, we obtain

$$\sum_{k=0}^{\infty} g_k \sum_{k=K}^{\infty} g_k > 2D \sum_{k=K}^{\infty} \alpha_k > D \sum_{k=0}^{\infty} \alpha_k,$$

which is a contradiction to the result in lemma 8(a).

lemma 9 shows that the perturbation, $g^k_{i}$, goes to zero and the d-dps converges. we next show that the agents reach consensus and also converge to the optimal solution.

consensus in estimates

in lemma 7, we bound the disagreement between estimates of agent and the accumulation state, $\|x^k_i - z^k\|$, in terms of the perturbation norm, $\sum_{j=1}^{n} \|g^k_j\|$.

in lemmas 8 and 9, we bound the perturbation. by combining these results, we show the consensus property of the algorithm in the following lemma.

lemma 10. let assumptions a2, a3 hold. let $\{z^k_i\}$ be the sequence over $k$ generated by eq. (4.4). then, for all $i \in V$:

(a) the agents reach consensus, i.e., $\lim_{k \to \infty} \|x^k_i - z^k\| = 0$;

(b) at each agent, $\lim_{k \to \infty} \|y^k_i\| = 0$. 
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Proof. Considering Lemma 7(a), we have for any $K > 0$

$$
\sum_{k=1}^{K} \alpha_k \|x_i^k - \bar{z}^k\| \leq \Gamma \sum_{k=1}^{K} \sum_{r=1}^{k-1} \gamma^{k-r} \alpha_k \sum_{j=1}^{n} \|g_j^{r-1}\| + \sum_{k=1}^{K} \alpha_k \sum_{j=1}^{n} \|g_j^{k-1}\|,
$$

where we used Lemma 9 to obtain the second inequality. By letting $K \to \infty$ and noticing that $\sum_{k=0}^\infty \alpha_k^2 < \infty$, we get

$$
\sum_{k=1}^{\infty} \alpha_k \|x_i^k - \bar{z}^k\| < \infty.
$$

Combined with $\sum_{k=0}^\infty \alpha_k = \infty$, the preceding relation implies part (a). The result in part (b) follows a similar argument. \qed

Optimality Convergence

The result of Lemma 10 reveals the fact that all agents reach consensus. We next show that the accumulation state converges to the optimal solution of the problem.

**Theorem 2.** Let Assumptions A2, A3 hold. Let $\{z_i^k\}$ be the sequence over $k$ generated by Eq. (4.4). Then, each agent converges to the optimal solution, i.e.,

$$
\lim_{k \to \infty} f(x_i^k) = f^*, \quad \forall i \in V.
$$
Proof. Consider Eq. (4.4) and the fact that each column of $M$ sums to one, we have the accumulation state

$$
\mathbf{z}^{k+1} = \mathbf{z}^k + \frac{1}{n} \sum_{i=1}^{n} \mathbf{g}^k_i.
$$

Therefore, we obtain that

$$
\|\mathbf{z}^{k+1} - \mathbf{x}^*\|^2 = \|\mathbf{z}^k - \mathbf{x}^*\|^2 + \left\| \frac{1}{n} \sum_{i=1}^{n} \mathbf{g}^k_i \right\|^2 + \frac{2}{n} \sum_{i=1}^{n} \langle \mathbf{z}^k - \mathbf{x}^*, \mathbf{g}^k_i \rangle,
$$

or

$$
\|\mathbf{z}^k - \mathbf{x}^*\|^2 + \frac{1}{n^2} \left\| \sum_{i=1}^{n} \mathbf{g}^k_i \right\|^2 - \frac{2\alpha_k}{n} \sum_{i=1}^{n} \langle \mathbf{z}^k - \mathbf{x}^*, \nabla f^k_i \rangle
$$

$$
+ \frac{2}{n} \sum_{i=1}^{n} \langle \mathbf{z}^k - \mathbf{x}^*, \mathbf{g}^k_i + \alpha_k \nabla f^k_i \rangle.
$$

(4.17)

Since $\|\nabla f^k_i\| \leq B$, we have

$$
\langle \mathbf{z}^k - \mathbf{x}^*, \nabla f^k_i \rangle = \langle \mathbf{z}^k - \mathbf{x}^k_i, \nabla f^k_i \rangle + \langle \mathbf{x}^k_i - \mathbf{x}^*, \nabla f^k_i \rangle,
$$

$$
\geq \langle \mathbf{z}^k - \mathbf{x}^k_i, \nabla f^k_i \rangle + f_i(\mathbf{x}^k_i) - f_i(\mathbf{x}^*),
$$

$$
\geq -B \|\mathbf{z}^k - \mathbf{x}^k_i\| + f_i(\mathbf{x}^k_i) - f_i(\mathbf{x}^*) + f_i(\mathbf{z}^k_i) - f_i(\mathbf{x}^*)
$$

$$
\geq -2B \|\mathbf{z}^k - \mathbf{x}^k_i\| + f_i(\mathbf{z}^k_i) - f_i(\mathbf{x}^*).
$$

(4.18)

By substituting Eq. (4.18) in Eq. (4.17), we obtain that

$$
\frac{2\alpha_k}{n} (f(\mathbf{z}^k) - f^*) \leq \|\mathbf{z}^k - \mathbf{x}^*\|^2 - \|\mathbf{z}^{k+1} - \mathbf{x}^*\|^2 + \frac{4B\alpha_k}{n} \sum_{i=1}^{n} \|\mathbf{z}^k - \mathbf{x}^k_i\|
$$

$$
+ \frac{1}{n^2} \left\| \sum_{i=1}^{n} \mathbf{g}^k_i \right\|^2 + \frac{2}{n} \sum_{i=1}^{n} \langle \mathbf{z}^k - \mathbf{x}^*, \mathbf{g}^k_i + \alpha_k \nabla f^k_i \rangle.
$$

(4.19)

We now analyze the last term in Eq. (4.19).

$$
\sum_{i=1}^{n} \langle \mathbf{z}^k - \mathbf{x}^*, \mathbf{g}^k_i + \alpha_k \nabla f^k_i \rangle = \sum_{i=1}^{n} \langle \mathbf{z}^k - \mathbf{z}^{k+1}, \mathbf{g}^k_i + \alpha_k \nabla f^k_i \rangle
$$
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\[ + \sum_{i=1}^{n} \langle z_{i}^{k+1} - x_{i}^{k+1}, g_{i}^{k} + \alpha_{k} \nabla f_{i}^{k} \rangle \]

\[ + \sum_{i=1}^{n} \langle x_{i}^{k+1} - x^{*}, g_{i}^{k} + \alpha_{k} \nabla f_{i}^{k} \rangle \]

\[ := s_{1} + s_{2} + s_{3} \quad (4.20) \]

where \( s_{1}, s_{2}, \) and \( s_{3} \) denote each of RHS terms in Eq. (4.20). We discuss each term in sequence. Since \( g_{k} = \sum_{i=1}^{n} \| g_{i}^{k} \| \leq C \alpha_{k} \) and \( \| \nabla f_{i}^{k} \| \leq B \), we have

\[ s_{1} = - \sum_{i=1}^{n} \langle g_{i}^{k}, g_{i}^{k} + \alpha_{k} \nabla f_{i}^{k} \rangle \leq B \alpha_{k} \sum_{i=1}^{n} \| g_{i}^{k} \| = BC \alpha_{k}^{2}, \]

\[ s_{2} \leq (B + C) \alpha_{k} \sum_{i=1}^{n} \| z_{i}^{k+1} - x_{i}^{k+1} \|. \]

Using the result of Lemma 6(a), we have for any \( i \)

\[ \langle x_{i}^{k+1} - x^{*}, g_{i}^{k} + \alpha_{k} \nabla f_{i}^{k} \rangle \leq 0, \]

which reveals that \( s_{3} \leq 0 \). Using the upperbound of \( s_{1}, s_{2}, \) and \( s_{3} \) in the preceding relations and the fact that \( g_{k} = \sum_{i=1}^{n} \| g_{i}^{k} \| \leq C \alpha_{k} \), we derive from Eq. (4.19) that

\[ \frac{2 \alpha_{k}}{n} (f(z^{k}) - f^{*}) \leq \| z^{k} - x^{*} \|^{2} - \| z^{k+1} - x^{*} \|^{2} + \frac{4B \alpha_{k}}{n} \sum_{i=1}^{n} \| z^{k} - x_{i}^{k} \| + \frac{C^{2}}{n^{2}} \alpha_{k}^{2} \]

\[ + \frac{2BC}{n} \alpha_{k}^{2} + \frac{2(B + C)}{n} \alpha_{k} \sum_{i=1}^{n} \| z_{i}^{k+1} - x_{i}^{k+1} \|. \]

By summing the preceding relation over \( k \), we have that

\[ \sum_{k=1}^{\infty} \frac{2 \alpha_{k}}{n} (f(z^{k}) - f^{*}) \leq \| z^{1} - x^{*} \|^{2} + \left( \frac{C^{2}}{n^{2}} + \frac{2BC}{n} \right) \sum_{k=1}^{\infty} \alpha_{k}^{2} \]
\begin{equation}
+ \frac{4B}{n} \sum_{i=1}^{n} \sum_{k=1}^{\infty} \alpha_k \|z^k - x^*\| + \frac{2(B + C)}{n} \sum_{i=1}^{n} \sum_{k=1}^{\infty} \alpha_k \|z^{k+1} - x^{k+1}_i\|. \tag{4.21}
\end{equation}

Since that the step-size follows \(\sum_{k=1}^{\infty} \alpha_k^2 < \infty\) and \(\sum_{k=1}^{\infty} \alpha_k \|z^k - x^*\| < \infty\), from Eq. (4.16), we obtain that
\[
\sum_{k=1}^{\infty} \frac{2\alpha_k}{n} (f(z^k) - f^*) < \infty,
\tag{4.22}
\]
which reveals that \(\lim_{k \to \infty} f(z^k) = f^*\) as \(\sum_{k=1}^{\infty} \alpha_k = \infty\); the proof follows from Lemma 10.

\section*{Convergence Rate}

We now characterize the convergence rate with \(\alpha_k = \frac{1}{k^a}\), and \(a > 0\). Let \(f_K^* := \min_{0 < k \leq K} f(z^k)\), we have
\[
(f_K^* - f^*) \sum_{k=1}^{K} \alpha_k \leq \sum_{k=1}^{K} \alpha_k (f(z^k) - f^*).
\tag{4.23}
\]

By combining Eqs. (4.15), (4.21) and (4.23), Eq. (4.21) leads to
\[
(f_K^* - f^*) \sum_{k=1}^{K} \alpha_k \leq C_1 + C_2 \sum_{k=1}^{K} \alpha_k^2,
\]
or equivalently,
\[
(f_K^* - f^*) \leq \frac{C_1}{\sum_{k=1}^{K} \alpha_k} + \frac{C_2 \sum_{k=1}^{K} \alpha_k^2}{\sum_{k=1}^{K} \alpha_k}, \tag{4.24}
\]
where the constants, \(C_1\) and \(C_2\), are given by
\[
C_1 = \frac{n}{2} \|z^0 - x^*\|^2, C_2 = \frac{C^2}{2n} + BC + (3B + C) \left( \frac{\Gamma C \gamma}{1 - \gamma} + 1 \right).
\]
CHAPTER 4. D-DPS FOR CONSTRAINED NONSMOOTH CONVEX OPTIMIZATION

Assume the diminishing step-size, \( \alpha_k = \frac{1}{k^a} \), with \( a > 0 \).

(i) When \( 0 < a < \frac{1}{2} \), the first term in Eq. (4.24) leads to

\[
\frac{C_1}{\sum_{k=1}^{K} \alpha_k} < C_1 \frac{1 - a}{K^{1-a} - 1} = O \left( \frac{1}{K^{1-a}} \right),
\]

while the second term in Eq. (4.24) leads to

\[
\frac{C_2 \sum_{k=1}^{K} \alpha_k^2}{\sum_{k=1}^{K} \alpha_k} < C_2 \frac{(1 - a)(K^{1-2a} - 2a)}{(1 - 2a)(K^{1-a} - 1)} = O \left( \frac{1}{K^a} \right).
\]

Considering that \( 0 < a < \frac{1}{2} \), we have \( O \left( \frac{1}{K^a} \right) \) dominates since it decreases slower than \( O \left( \frac{1}{K^{1-a}} \right) \).

(ii) When \( \alpha_k = k^{-1/2} \), the first term in Eq. (4.24) leads to

\[
\frac{C_1}{\sum_{k=1}^{K} \alpha_k} < C_1 \frac{1/2}{K^{1/2} - 1} = O \left( \frac{1}{\sqrt{K}} \right),
\]

while the second term in Eq. (4.24) leads to

\[
\frac{C_2 \sum_{k=1}^{K} \alpha_k^2}{\sum_{k=1}^{K} \alpha_k} < C_2 \frac{1 + \ln K}{2(\sqrt{K} - 1)} = O \left( \frac{\ln K}{\sqrt{K}} \right).
\]

It can be observed that \( O \left( \frac{\ln K}{\sqrt{K}} \right) \) dominates.

(iii) When \( \frac{1}{2} < a < 1 \), the first term in Eq. (4.24) leads to

\[
\frac{C_1}{\sum_{k=1}^{K} \alpha_k} < C_1 \frac{1 - a}{K^{1-a} - 1} = O \left( \frac{1}{K^{1-a}} \right),
\]

while the second term in Eq. (4.24) leads to

\[
\frac{C_2 \sum_{k=1}^{K} \alpha_k^2}{\sum_{k=1}^{K} \alpha_k} < C_2 \frac{(1 - a)(2a - 1/K^{2a-1})}{(2a - 1)(K^{1-a} - 1)} = O \left( \frac{1}{K^{1-a}} \right).
\]
The two terms are in the same order.

(iv) When $a > 1$, the two terms in Eq. (4.24) approach constant values. Therefore, the persistence conditions of step-size are not satisfied, and convergence of D-DPS is not satisfied.

By comparing (i), (ii), and (iii), we have that $O\left(\frac{\ln K}{\sqrt{K}}\right)$ is the fastest. In conclusion, the optimal convergence rate is achieved by choosing $\alpha_k = \frac{1}{\sqrt{K}}$, and the corresponding convergence rate of D-DPS is $O\left(\frac{\ln K}{\sqrt{K}}\right)$. This convergence rate is the same as the distributed projected subgradient method, [38], solving constrained optimization over undirected graphs. Therefore, the restriction of directed graphs does not effect the convergence speed.

### 4.3 Numerical Results

Consider the application of D-DPS for solving a distributed logistic regression problem over a directed graph:

$$
x^* = \arg\min_{x \in \mathcal{X} \subset \mathbb{R}^p} \sum_{i=1}^{n} \sum_{j=1}^{m_i} \ln \left[ 1 + \exp \left( -(c_{ij}^\top x) y_{ij} \right) \right],
$$

where $\mathcal{X}$ is a small convex set restricting the value of $x$ to avoid overfitting.

Each agent $i$ has access to $m_i$ training samples, $(c_{ij}, y_{ij}) \in \mathbb{R}^p \times \{-1, +1\}$, where $c_{ij}$ includes the $p$ features of the $j$th training sample of agent $i$, and $y_{ij}$ is the corresponding label. This problem can be formulated in the form of $\text{P}2$
with the private objective function $f_i$ being

$$f_i(x) = \sum_{j=1}^{m_i} \ln \left[ 1 + \exp \left( - (c_{ij}^\top x) y_{ij} \right) \right], \quad \text{s.t. } x \in \mathcal{X}.$$ 

In our setting, we have $n = 10$, $m_i = 10$, for all $i$, and $p = 100$. The constrained set is described by a ball in $\mathbb{R}^p$. We consider the network topology as the digraph shown in Fig. 4.1. We plot the residuals $\| \hat{x}_i^k - x^* \|_F$ for each agent $i$ as a function of $k$ in Fig. 4.2. In Fig. 4.3, we show the disagreement between the state estimate of each agent and the accumulation state, and the additional variables of all agents. The experiment follows the results of Lemma 10 that both the disagreements and the additional variables converge to zero. We compare the convergence of D-DPS with others related algorithms, Subgradient-Push (SP), [61], and WeightBalancing Subgradient Descent (WBSD), [74], in Fig. 4.4. Since both SP and WBSD are algorithms for unconstrained problems, we reformulate the problem in an approximate
Figure 4.2: D-DPS residuals at 10 agents.

Figure 4.3: Sample paths of states, $\|x_i^k - \bar{z}^k\|$, and $\|y_i^k\|$, for all agents.
form,

\[ f_i(x) = \lambda \|x\|^2 + \sum_{j=1}^{m_i} \ln \left[ 1 + \exp \left( - (c_{ij}^T x) y_{ij} \right) \right], \]

where the regularization term \( \lambda \|x\|^2 \) is an approximation to replace the original constrained set to avoid overfitting. It can be observed from Fig. 4.4 that all three algorithms have the same order of convergence rate. However, D-DPS is further suited for the constrained problems.

Figure 4.4: Convergence comparison between different algorithms.
4.4 Conclusions

In this Chapter, we present a distributed solution, D-DPS, to the constrained optimization problem over directed multi-agent networks, where the agents’ goal is to collectively minimize the sum of locally known convex functions. D-DSD, proposed in Chapter III, can be viewed as a special case of D-DPS when the constrained set is $\mathbb{R}^p$. Same as D-DSD, D-DPS converges to the optimal solution in nonsmooth convex optimization, i.e., the local objective functions in Problem P2 are convex, but not necessarily differentiable. Compared to the algorithm solving over undirected networks, the D-DPS simultaneously constructs a row-stochastic matrix and a column-stochastic matrix instead of only a doubly-stochastic matrix. This enables all agents to overcome the asymmetry caused by the directed communication network. We show that D-DPS converges to the optimal solution and the convergence rate is $O\left(\frac{\log k}{\sqrt{k}}\right)$, where $k$ is the number of iterations.
Chapter 5

DEXTRA for Smooth Convex Optimization

In this chapter, we introduce DEXTRA, to solve the distributed optimization problem, P1, over directed networks. Recall D-DSD and D-DPS, which achieve a sub-linear convergence rate to solve P1. We harness the function smoothness to accelerate the convergence rate. Therefore, DEXTRA converges to the optimal solution in smooth convex optimization, i.e., the local objective functions in Problem P1 are convex and differentiable. We show that, with the appropriate step-size, DEXTRA converges at a linear rate $O(\tau^k)$ for $0 < \tau < 1$, given that the objective functions are restricted strongly-convex. The implementation of DEXTRA requires each agent to know its local out-degree. Simulation examples further illustrate our findings.
5.1 Algorithm

To solve the Problem P1 suited to the case of directed graphs, we propose DEXTRA that can be described as follows. Each agent, \( j \in \mathcal{V} \), maintains two vector variables: \( \mathbf{x}_j^k, \mathbf{z}_j^k \in \mathbb{R}^p \), as well as a scalar variable, \( y_j^k \in \mathbb{R} \), where \( k \) is the discrete-time index. At the \( k \)th iteration, agent \( j \) weights its states, \( a_{ij} \mathbf{x}_j^k, a_{ij} y_j^k \), as well as \( \tilde{a}_{ij} \mathbf{x}_j^{k-1} \), and sends these to each of its out-neighbors, \( i \in \mathcal{N}_j^{\text{out}} \), where the weights, \( a_{ij} \), and, \( \tilde{a}_{ij} \),'s are such that:

\[
a_{ij} = \begin{cases} 
> 0, & i \in \mathcal{N}_j^{\text{out}}, \\
0, & \text{otw.}
\end{cases} \quad \sum_{i=1}^n a_{ij} = 1, \forall j, \tag{5.1}
\]

\[
\tilde{a}_{ij} = \begin{cases} 
\theta + (1 - \theta)a_{ij}, & i = j, \\
(1 - \theta)a_{ij}, & i \neq j,
\end{cases} \quad \forall j, \tag{5.2}
\]

where \( \theta \in (0, \frac{1}{2}] \). With agent \( i \) receiving the information from its in-neighbors, \( j \in \mathcal{N}_i^{\text{in}} \), it calculates the state, \( \mathbf{z}_i^k \), by dividing \( \mathbf{x}_i^k \) over \( y_i^k \), and updates \( \mathbf{x}_i^{k+1} \) and \( y_i^{k+1} \) as follows:

\[
\mathbf{z}_i^k = \frac{\mathbf{x}_i^k}{y_i^k}, \tag{5.3a}
\]

\[
\mathbf{x}_i^{k+1} = \mathbf{x}_i^k + \sum_{j \in \mathcal{N}_i^{\text{in}}} (a_{ij} \mathbf{x}_j^k) - \sum_{j \in \mathcal{N}_i^{\text{in}}} (\tilde{a}_{ij} \mathbf{x}_j^{k-1})
- \alpha \left[ \nabla f_i(\mathbf{z}_i^k) - \nabla f_i(\mathbf{z}_i^{k-1}) \right], \tag{5.3b}
\]

\[
y_i^{k+1} = \sum_{j \in \mathcal{N}_i^{\text{in}}} (a_{ij} y_j^k). \tag{5.3c}
\]
In the above, $\nabla f_i(z_i^k)$ is the gradient of the function $f_i(z)$ at $z = z_i^k$, and $\nabla f_i(z_i^{k-1})$ is the gradient at $z_i^{k-1}$, respectively. The method is initiated with an arbitrary vector, $x_0^i$, and with $y_0^i = 1$ for any agent $i$. The step-size, $\alpha$, is a positive number within a certain interval. We will explicitly discuss the range of $\alpha$ later. We adopt the convention that $x_i^{-1} = 0_p$ and $\nabla f_i(z_i^{-1}) = 0_p$, for any agent $i$, such that at the first iteration, i.e., $k = 0$, we have the following iteration instead of Eq. (5.3),

$$z_0^i = \frac{x_0^i}{y_0^i}, \quad \text{(5.4a)}$$

$$x_1^i = \sum_{j \in \mathcal{N}_i^{\text{in}}} (a_{ij} x_0^j) - \alpha \nabla f_i(z_0^i), \quad \text{(5.4b)}$$

$$y_1^i = \sum_{j \in \mathcal{N}_i^{\text{in}}} (a_{ij} y_0^j). \quad \text{(5.4c)}$$

We note that the implementation of Eq. (5.3) needs each agent to have the knowledge of its out-neighbors (such that it can design the weights according to Eqs. (5.1) and (5.2)). In a more restricted setting, e.g., a broadcast application where it may not be possible to know the out-neighbors, we may use $a_{ij} = |\mathcal{N}_j^{\text{out}}|^{-1}$; thus, the implementation only requires each agent to know its out-degree, [61, 63–65, 74, 79, 82].

To simplify the analysis, we assume from now on that all sequences updated by Eq. (5.3) have only one dimension, i.e., $p = 1$; thus $x_i^k, y_i^k, z_i^k \in \mathbb{R}, \forall i, k$. For $x_i^k, z_i^k \in \mathbb{R}^p$ being $p$-dimensional vectors, the proof is the same for ev-
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ery dimension by applying the results to each coordinate. Therefore, assuming \( p = 1 \) is without the loss of generality. We next write DEXTRA, Eq. (5.3), in a matrix form. Let, \( A = \{a_{ij}\} \in \mathbb{R}^{n \times n} \), \( \tilde{A} = \{\tilde{a}_{ij}\} \in \mathbb{R}^{n \times n} \), be the collection of weights, \( a_{ij}, \tilde{a}_{ij} \), respectively. It is clear that both \( A \) and \( \tilde{A} \) are column-stochastic matrices. Let, \( x^k, z^k, \nabla f(x^k) \in \mathbb{R}^{np} \), be the collection of all agent states and gradients at time \( k \), i.e., \( x^k \triangleq [x_1^k; \cdots; x_n^k] \), \( z^k \triangleq [z_1^k; \cdots; z_n^k] \), \( \nabla f(x^k) \triangleq [\nabla f_1(x_1^k); \cdots; \nabla f_n(x_n^k)] \), and \( y^k \in \mathbb{R}^n \) be the collection of agent states, \( y_i^k \), i.e., \( y^k \triangleq [y_1^k; \cdots; y_n^k] \). Note that at time \( k \), \( y^k \) can be represented by the initial value, \( y^0 \):

\[
y^k = Ay^{k-1} = A^k y^0 = A^k \cdot 1_n. \tag{5.5}
\]

Define a diagonal matrix, \( D^k \in \mathbb{R}^{n \times n} \), for each \( k \), such that the \( i \)th element of \( D^k \) is \( y_i^k \), i.e.,

\[
D^k = \text{diag} \,(y^k) = \text{diag} \,(A^k \cdot 1_n). \tag{5.6}
\]

Given that the graph, \( G \), is strongly-connected and the corresponding weighting matrix, \( A \), is non-negative, it follows that \( D^k \) is invertible for any \( k \). Then, we can write Eq. (5.3) in the matrix form equivalently as follows:

\[
z^k = [D^k]^{-1} x^k, \tag{5.7a}
\]

\[
x^{k+1} = x^k + Ax^k - \tilde{A} x^{k-1} - \alpha \left[ \nabla f(z^k) - \nabla f(z^{k-1}) \right], \tag{5.7b}
\]

\[
y^{k+1} = Ay^k, \tag{5.7c}
\]
where both of the weight matrices, $A$ and $\tilde{A}$, are column-stochastic and satisfy the relationship: $\tilde{A} = \theta I_n + (1 - \theta)A$ with some $\theta \in (0, \frac{1}{2}]$. From Eq. (5.7a), we obtain for any $k$

$$\mathbf{x}^k = D^k \mathbf{z}^k. \quad (5.8)$$

Therefore, Eq. (5.7) can be represented as a single equation:

$$D^{k+1} \mathbf{z}^{k+1} = (I_n + A)D^k \mathbf{z}^k - \tilde{A}D^{k-1} \mathbf{z}^{k-1} - \alpha \left[ \nabla f(\mathbf{z}^k) - \nabla f(\mathbf{z}^{k-1}) \right]. \quad (5.9)$$

We refer to the above algorithm as DEXTRA, since Eq. (5.9) has a similar form as EXTRA in Eq. (2.8) and is designed to solve Problem P1 in the case of directed graphs. We later shows that as time goes to infinity, the iteration in Eq. (5.9) pushes $\mathbf{z}^k$ to achieve consensus and reach the optimal solution in a linear rate. Our proof in this paper will based on the form, Eq. (5.9), of DEXTRA.

**Interpretation of DEXTRA**

In this section, we give an intuitive interpretation on DEXTRA’s convergence to the optimal solution. Since $A$ is column-stochastic, the sequence, $\{y^k\}$, generated by Eq. (5.7c), satisfies $\lim_{k \to \infty} y^k = \pi$, where $\pi$ is some vector in the span of $A$’s right-eigenvector corresponding to the eigenvalue 1. We also obtain that $D^\infty = \text{diag}(\pi)$. For the sake of argument, let us assume that the
sequences, \( \{z^k\} \) and \( \{x^k\} \), generated by DEXTRA, Eq. (5.7) or (5.9), also converge to their own limits, \( z^\infty \) and \( x^\infty \), respectively (not necessarily true). According to the updating rule in Eq. (5.7b), the limit \( x^\infty \) satisfies

\[
x^\infty = x^\infty + A x^\infty - \tilde{A} x^\infty - \alpha [\nabla f(z^\infty) - \nabla f(z^\infty)],
\]  
(5.10)

which implies that \((A - \tilde{A}) x^\infty = 0_n\), or \( x^\infty = u \pi \) for some scalar, \( u \). It follows from Eq. (5.7a) that

\[
z^\infty = u [D^\infty]^{-1} \pi = u 1_n,
\]  
(5.11)

where the consensus is reached. The above analysis reveals the idea of DEXTRA, which is to overcome the imbalance of agent states occurred when the graph is directed: both \( x^\infty \) and \( y^\infty \) lie in the span of \( \pi \); by dividing \( x^\infty \) over \( y^\infty \), the imbalance is canceled.

Summing up the updates in Eq. (5.7b) over \( k \) from 0 to \( \infty \), we obtain that

\[
x^\infty = A x^\infty - \alpha \nabla f(z^\infty) - \sum_{r=0}^{\infty} \left( \tilde{A} - A \right) x^r;
\]

note that the first iteration is slightly different as shown in Eqs. (5.4). Consider \( x^\infty = u \pi \) and the preceding relation. It follows that the limit, \( z^\infty \), satisfies

\[
\alpha \nabla f(z^\infty) = - \sum_{r=0}^{\infty} \left( \tilde{A} - A \right) x^r.
\]  
(5.12)
Therefore, we obtain that

\[ \alpha \mathbf{1}_n^\top \nabla f(z^\infty) = -\mathbf{1}_n^\top (\tilde{A} - A) \sum_{r=0}^{\infty} x^r = 0, \]

which is the optimality condition of Problem P1 considering that \( z^\infty = u \mathbf{1}_n \).

Therefore, given the assumption that the sequence of DEXTRA iterates, \( \{z^k\} \) and \( \{x^k\} \), have limits, \( z^\infty \) and \( x^\infty \), we have the fact that \( z^\infty \) achieves consensus and reaches the optimal solution of Problem P1. In the next section, we state the convergence result of DEXTRA.

## 5.2 Assumptions and Main Results

Recall D-DSD and D-DPS in previous chapters, which achieve a sub-linear convergence rate to solve P1. We harness the function smoothness to accelerate the convergence rate. In particular, we modify the bounded gradient assumption to a Lipschitz continuous gradient assumption. In other words, DEXTRA converges to the optimal solution in smooth convex optimization, i.e., the local objective functions in Problem P1 are convex and differentiable.

With appropriate assumptions, our main result states that DEXTRA converges to the optimal solution of Problem P1 linearly. We state again that from now on we assume that the states of agents have only one dimension, i.e., \( p = 1 \), which is without the loss of generality. We assume that the agent graph, \( \mathcal{G} \), is strongly-connected; each local function, \( f_i : \mathbb{R}^p \to \mathbb{R} \), is convex and
differentiable, and the optimal solution of Problem P1 and the corresponding optimal value exist. Formally, we denote the optimal solution by $u \in \mathbb{R}$ and optimal value by $f^*$, i.e.,

$$f^* = f(u) = \min_{x \in \mathbb{R}} f(x).$$

Let $z^* \in \mathbb{R}^n$ be defined as

$$z^* = u1_n.$$  \hspace{1cm} (5.14)

Besides the above assumptions, we emphasize some other assumptions regarding the objective functions and weighting matrices, which are formally presented as follows.

**Assumption A4** (Functions and Gradients). Each private function, $f_i$, is convex and differentiable and satisfies the following assumptions.

(a) The function, $f_i$, has Lipschitz gradient with the constant $L_{f_i}$, i.e.,

$$\|\nabla f_i(x) - \nabla f_i(y)\| \leq L_{f_i}\|x - y\|, \forall x, y \in \mathbb{R}.$$  

(b) The function, $f_i$, is restricted strongly-convex\(^1\) with respect to point $u$ with a positive constant $S_{f_i}$, i.e.,

$$S_{f_i}\|x - u\|^2 \leq \langle \nabla f_i(x) - \nabla f_i(u), x - u \rangle, \forall x \in \mathbb{R},$$

where $u$ is the optimal solution of the Problem P1.

\(^1\)There are different definitions of restricted strong-convexity. We use the same as the one used in EXTRA, [48].
Following Assumption A4, we have for any \( x, y \in \mathbb{R}^n \),

\[
\| \nabla f(x) - \nabla f(y) \| \leq L_f \| x - y \|, \tag{5.15a}
\]

\[
S_f \| x - z^* \|_2^2 \leq \langle \nabla f(x) - \nabla f(z^*), x - z^* \rangle, \tag{5.15b}
\]

where \( \nabla f(x) \triangleq [\nabla f_1(x_1); \cdots; \nabla f_n(x_n)] \) for any \( x \triangleq [x_1; \cdots; x_n] \), and the constants \( L_f = \max_i \{L_{f_i}\}, S_f = \min_i \{S_{f_i}\} \).

Recall the definition of \( D^k \) in Eq. (5.6), we formally denote the limit of \( D^k \) by \( D^\infty \), i.e.,

\[
D^\infty = \lim_{k \to \infty} D^k = \text{diag} \left( A^\infty \cdot 1_n \right) = \text{diag} \left( \pi \right), \tag{5.16}
\]

where \( \pi \) is some vector in the span of the right-eigenvector of \( A \) corresponding to eigenvalue 1. The next assumption is related to the weighting matrices, \( A, \tilde{A}, \text{ and } D^\infty \).

**Assumption A5 (Weighting matrices).** The weighting matrices, \( A \) and \( \tilde{A} \), used in DEXTRA, Eq. (5.7) or (5.9), satisfy the following.

(a) \( A \) is a column-stochastic matrix.

(b) \( \tilde{A} \) is a column-stochastic matrix and satisfies \( \tilde{A} = \theta I_n + (1 - \theta)A \), for some \( \theta \in (0, \frac{1}{2}] \).

(c) \( (D^\infty)^{-1} \tilde{A} + \tilde{A}^\top (D^\infty)^{-1} \succ 0 \).
One way to guarantee Assumption A5(c) is to design the weighting matrix, \( \tilde{A} \), to be \textit{diagonally-dominant}. For example, each agent \( j \) designs the following weights:

\[
a_{ij} = \begin{cases} 
1 - \zeta(|\mathcal{N}_j^{\text{out}}| - 1), & i = j, \\
\zeta, & i \neq j, \quad i \in \mathcal{N}_j^{\text{out}},
\end{cases}
\]

where \( \zeta \) is some small positive constant close to zero. This weighting strategy guarantees the Assumption A5(c) as we explain in the following. According to the definition of \( D^\infty \) in Eq. (5.16), all eigenvalues of the matrix, 

\[
2(D^\infty)^{-1} = (D^\infty)^{-1}I_n + I_n^\top(D^\infty)^{-1},
\]

are greater than zero. Since eigenvalues are a continuous functions of the corresponding matrix elements, [30, 89], there must exist a small constant \( \bar{\zeta} \) such that for all \( \zeta \in (0, \bar{\zeta}) \) the weighting matrix, \( \tilde{A} \), designed by the constant weighting strategy with parameter \( \zeta \), satisfies that all the eigenvalues of the matrix, 

\[
(D^\infty)^{-1}\tilde{A} + \tilde{A}^\top(D^\infty)^{-1},
\]

are greater than zero.

Since the weighting matrices, \( A \) and, \( \tilde{A} \), are designed to be column-stochastic, they satisfy the following.

\textbf{Lemma 11.} (Nedic et al. [61]) For any column-stochastic matrix \( A \in \mathbb{R}^{n \times n} \), we have

\begin{enumerate}
\item The limit \( \lim_{k \to \infty} [A^k] \) exists and \( \lim_{k \to \infty} [A^k]_{ij} = \pi_i \), where \( \pi_i \) is some vector in the span of the right-eigenvector of \( A \) corresponding to eigenvalue 1.
\end{enumerate}
(b) For all $i \in \{1, \cdots, n\}$, the entries $[A^k]_{ij}$ and $\pi_i$ satisfy

$$
\left| [A^k]_{ij} - \pi_i \right| < C\gamma^k, \quad \forall j,
$$

where we can have $C = 4$ and $\gamma = (1 - \frac{1}{n^*})$.

As a result, we obtain that for any $k$,

$$
\|D^k - D^\infty\| \leq nC\gamma^k. \tag{5.17}
$$

Eq. (5.17) implies that different agents reach consensus in a linear rate with the constant $\gamma$. Clearly, the convergence rate of DEXTRA will not exceed this consensus rate (because the convergence of DEXTRA means both consensus and optimality are achieved). We will show this fact theoretically later in this section. We now denote some notations to simplify the representation in the rest of the paper. Define the following matrices,

$$
M = (D^\infty)^{-1}\tilde{A}, \tag{5.18}
$$

$$
N = (D^\infty)^{-1}(\tilde{A} - A), \tag{5.19}
$$

$$
Q = (D^\infty)^{-1}(I_n + A - 2\tilde{A}), \tag{5.20}
$$

$$
P = I_n - A, \tag{5.21}
$$

$$
L = \tilde{A} - A, \tag{5.22}
$$

$$
R = I_n + A - 2\tilde{A}. \tag{5.23}
$$
and constants,
\[
d = \max_k \left\{ \|D^k\| \right\}, \tag{5.24}
\]
\[
d^- = \max_k \left\{ \| (D^k)^{-1} \| \right\}, \tag{5.25}
\]
\[
d^-_\infty = \| (D^\infty)^{-1} \|. \tag{5.26}
\]

We also define some auxiliary variables and sequences. Let \( q^* \in \mathbb{R}^n \) be some vector satisfying
\[
Lq^* + \alpha \nabla f(z^*) = 0_n; \tag{5.27}
\]
and \( q^k \) be the accumulation of \( x^r \) over time:
\[
q^k = \sum_{r=0}^k x^r. \tag{5.28}
\]

Based on \( M, N, D^k, z^k, z^*, q^k, \) and \( q^* \), we further define
\[
G = \begin{bmatrix} \left( M^\top \right) \\ N \end{bmatrix}, \quad t^k = \begin{bmatrix} D^k z^k \\ q^k \end{bmatrix}, \quad t^* = \begin{bmatrix} D^\infty z^* \\ q^* \end{bmatrix}. \tag{5.29}
\]

It is useful to note that the \( G \)-matrix norm, \( \|a\|_G^2 \), of any vector, \( a \in \mathbb{R}^{2n} \), is non-negative, i.e., \( \|a\|_G^2 \geq 0 \), \( \forall a \). This is because \( G + G^\top \) is PSD as can be shown with the help of the following lemma.

**Lemma 12.** (Chung. [90]) Let \( \mathcal{L}_G \) denote the Laplacian matrix of a directed graph, \( \mathcal{G} \). Let \( U \) be a transition probability matrix associated to a Markov chain
described on $G$ and $s$ be the left-eigenvector of $U$ corresponding to eigenvalue 1. Then,
\[
\mathcal{L}_G = I_n - \frac{S^{1/2}US^{-1/2} + S^{-1/2}U^TS^{1/2}}{2},
\]
where $S = \text{diag}(s)$. Additionally, if $G$ is strongly-connected, then the eigenvalues of $\mathcal{L}_G$ satisfy $0 = \lambda_0 < \lambda_1 < \cdots < \lambda_n$.

Considering the underlying directed graph, $G$, and let the weighting matrix $A$, used in DEXTRA, be the corresponding transition probability matrix, we obtain that
\[
\mathcal{L}_G = \frac{(D^\infty)^{1/2} (I_n - A^\top)(D^\infty)^{-1/2}}{2} + \frac{(D^\infty)^{-1/2} (I_n - A)(D^\infty)^{1/2}}{2}.
\]
(5.30)
Therefore, we have the matrix $N$, defined in Eq. (5.19), satisfy
\[
N + N^\top = 2 \theta (D^\infty)^{-1/2} \mathcal{L}_G (D^\infty)^{-1/2},
\]
(5.31)
where $\theta$ is the positive constant in Assumption A5(b). Clearly, $N + N^\top$ is PSD as it is a product of PSD matrices and a non-negative scalar. Additionally, from Assumption A5(c), note that $M + M^\top$ is PD and thus for any $a \in \mathbb{R}^n$, it also follows that $\|a\|_{M^\top}^2 \geq 0$. Therefore, we conclude that $G + G^\top$ is PSD and for any $a \in \mathbb{R}^{2n}$,
\[
\|a\|_G^2 \geq 0.
\]
(5.32)

We now state the main result of this paper in Theorem 3.
Theorem 3. Define

\[ C_1 = d^-(d \|(I_n + A)\| + d \|\tilde{A}\| + 2\alpha L_f), \]
\[ C_2 = \frac{(\lambda_{\text{max}}(NN^T) + \lambda_{\text{max}}(N + N^T))}{2\lambda_{\text{min}}(L^TL)}, \]
\[ C_3 = \alpha(nC)^2 \left[ \frac{C_7^2}{2\eta} + \left(\frac{d^-}{\eta} - L_f\right)^2 \left(\eta + \frac{1}{\eta}\right) + \frac{\tilde{S}_f}{d^2} \right], \]
\[ C_4 = 8C_2\left(L_f d^-\right)^2, \]
\[ C_5 = \lambda_{\text{max}}\left(\frac{M + M^T}{2}\right) + 4C_2\lambda_{\text{max}}\left(R^TR\right), \]
\[ C_6 = \frac{\tilde{S}_f}{d^2} - \eta - 2\eta\left(d^- - L_f\right)^2, \]
\[ C_7 = \frac{1}{2}\lambda_{\text{max}}\left(MM^T\right) + 4C_2\lambda_{\text{max}}\left(\tilde{A}^T\tilde{A}\right), \]
\[ \Delta = C_6^2 - 4C_4\delta \left(\frac{1}{\delta} + C_5\delta\right), \]

where \( \eta \) is some positive constant satisfying that \( 0 < \eta < \frac{\tilde{S}_f}{d^2(1+(d^- - L_f)^2)}, \) and 
\( \delta < \lambda_{\text{min}}(M + M^T)/(2C_7) \) is a positive constant reflecting the convergence rate.

Let Assumptions A4 and A5 hold. Then with proper step-size \( \alpha \in [\alpha_{\text{min}}, \alpha_{\text{max}}], \)
there exist, \( 0 < \Gamma < \infty \) and \( 0 < \gamma < 1, \) such that the sequence \( \{t^k\} \) defined in
Eq. (5.29) satisfies

\[ \|t^k - t^*\|_G^2 \geq (1 + \delta)\|t^{k+1} - t^*\|_G^2 - \Gamma \gamma^k. \] (5.33)

The constant \( \gamma \) is the same as used in Eq. (5.17), reflecting the consensus rate.

The lower bound, \( \alpha_{\text{min}}, \) of \( \alpha \) satisfies \( \alpha_{\text{min}} \leq \alpha, \) where
\[ \alpha \triangleq \frac{C_6 - \sqrt{\Delta}}{2C_4\delta}, \] (5.34)
and the upper bound, \( \alpha_{\text{max}} \), of \( \alpha \) satisfies \( \alpha_{\text{max}} \geq \bar{\alpha} \), where

\[
\bar{\alpha} \triangleq \min \left\{ \frac{\eta \lambda_{\text{min}} (M + M^\top)}{2(d_{\infty}^{-} d_{\infty}^{+} L_f)^2}, \frac{C_6 + \sqrt{\Delta}}{2C_4 \delta} \right\}.
\] (5.35)

**Proof.** See next section. \( \square \)

Theorem 3 is the key result of this paper. We will show the complete proof of Theorem 3 in next section. Note that Theorem 3 shows the relation between \( \|t^k - t^*\|_G^2 \) and \( \|t^{k+1} - t^*\|_G^2 \) but we would like to show that \( z^k \) converges linearly to the optimal point \( z^* \), which Theorem 3 does not show. To this aim, we provide Theorem 4 that describes a relation between \( \|z^k - z^*\|^2 \) and \( \|z^{k+1} - z^*\|^2 \).

In Theorem 3, we are given specific bounds on \( \alpha_{\text{min}} \) and \( \alpha_{\text{max}} \). In order to ensure that the solution set of step-size, \( \alpha \), is not empty, i.e., \( \alpha_{\text{min}} \leq \alpha_{\text{max}} \), it is sufficient (but not necessary) to satisfy

\[
\alpha = \frac{C_6 - \sqrt{\Delta}}{2C_4 \delta} \leq \frac{\eta \lambda_{\text{min}} (M + M^\top)}{2(d_{\infty}^{-} d_{\infty}^{+} L_f)^2} \leq \bar{\alpha},
\] (5.36)

which is equivalent to

\[
\eta \geq \frac{\left( \frac{S_f}{d^2} - \sqrt{\Delta} \right) / (2C_4 \delta)}{\lambda_{\text{min}} (M + M^\top) / 2L_f^2 (d_{\infty}^{-} d_{\infty}^{+} L_f)^2 + \frac{1+2(d_{\infty}^{-} d_{\infty}^{+} L_f)^2}{4C_4 \delta}}.
\] (5.37)

Recall from Theorem 3 that

\[
\eta \leq \frac{S_f}{d^2(1+(d_{\infty}^{-} d_{\infty}^{+} L_f)^2)}.
\] (5.38)
We note that it may not always be possible to find solutions for \( \eta \) that satisfy both Eqs. (5.37) and (5.38). The theoretical restriction here is due to the fact that the step-size bounds in Theorem 3 are not tight. However, the representation of \( \underline{\alpha} \) and \( \overline{\alpha} \) imply how to increase the interval of appropriate step-sizes. For example, it may be useful to set the weights to increase \( \lambda_{\text{min}} (M + N^T)/(2d_{\infty} - d)^2 \) such that \( \overline{\alpha} \) is increased. We will discuss such strategies in the numerical experiments. We also observe that in reality, the range of appropriate step-sizes is much wider. Note that the values of \( \underline{\alpha} \) and \( \overline{\alpha} \) need the knowledge of the network topology, which may not be available in a distributed manner. Such bounds are not uncommon in the literature where the step-size is a function of the entire topology or global objective functions, see [46, 48]. It is an open question on how to avoid the global knowledge of network topology when designing the interval of \( \alpha \).

**Remark 1.** The positive constant \( \delta \) in Eq. (5.33) reflects the convergence rate of \( \|t^k - t^*\|_G^2 \). The larger \( \delta \) is, the faster \( \|t^k - t^*\|_G^2 \) converges to zero. As \( \delta < \lambda_{\text{max}} (M + M^T)/(2C_7) \), we claim that the convergence rate of \( \|t^k - t^*\|_G^2 \) can not be arbitrarily large.

Based on Theorem 3, we now show the \( r \)-linear convergence rate of DEX-TRA to the optimal solution.
Theorem 4. Let Assumptions A4 and A5 hold. With the same step-size, \(\alpha\), used in Theorem 3, the sequence, \(\{z^k\}\), generated by DEXTRA, converges exactly to the optimal solution, \(z^*\), at an \(r\)-linear rate, i.e., there exist some bounded constants, \(T > 0\) and \(\max\{\frac{1}{1+\delta}, \gamma\} < \tau < 1\), where \(\delta\) and \(\gamma\) are constants used in Theorem 3, Eq. (5.33), such that for any \(k\),

\[
\|D^k z^k - D^\infty z^*\|^2 \leq T \tau^k.
\]

Proof. We start with Eq. (5.33) in Theorem 3, which is defined earlier in Eq. (5.29). Since the \(G\)-matrix norm is non-negative, recall Eq. (5.32), we have \(\|t^k - t^*\|_G^2 \geq 0\), for any \(k\). Define \(\psi = \max\{\frac{1}{1+\delta}, \gamma\}\), where \(\delta\) and \(\gamma\) are constants in Theorem 3. From Eq. (5.33), we have for any \(k\),

\[
\|t^k - t^*\|_G^2 \leq \frac{1}{1+\delta} \|t^{k-1} - t^*\|_G^2 + \Gamma \frac{\psi^{k-1}}{1+\delta},
\]

\[
\leq \psi \|t^{k-1} - t^*\|_G^2 + \Gamma \psi^k,
\]

\[
\leq \psi^k \|t^0 - t^*\|_G^2 + k \Gamma \psi^k.
\]

For any \(\tau\) satisfying \(\psi < \tau < 1\), there exists a constant \(\Psi\) such that \((\frac{\tau}{\psi})^k > \frac{k}{\Psi}\), for all \(k\). Therefore, we obtain that

\[
\|t^k - t^*\|_G^2 \leq \tau^k \|t^0 - t^*\|_G^2 + (\Psi \Gamma \frac{k}{\Psi}) \left(\frac{\psi}{\tau}\right)^k \tau^k,
\]

\[
\leq \left(\|t^0 - t^*\|_G^2 + \Psi \Gamma\right) \tau^k.
\]

(5.39)

From Eq. (5.29) and the corresponding discussion, we have

\[
\|t^k - t^*\|_G^2 = \|D^k z^k - D^\infty z^*\|_M^2 + \|q^k - q^*\|_N^2.
\]
Since $N + N^\top$ is PSD, (see Eq. (5.31)), it follows that
\[ \| D^k z^k - D^\infty z^\star \|_{M + M^\top}^2 \leq \| t^k - t^\star \|_G^2. \]

Noting that $M + M^\top$ is PD (see Assumption A5(c)), i.e., all eigenvalues of $M + M^\top$ are positive, we obtain that
\[ \| D^k z^k - D^\infty z^\star \|_{2} \leq \| D^k z^k - D^\infty z^\star \|_{M + M^\top}^{2}. \]

Therefore, we have that
\[
\frac{\lambda_{\min}(M + M^\top)}{2} \| D^k z^k - D^\infty z^\star \|^{2} \leq \| t^k - t^\star \|_G^{2} \leq \left( \| t^0 - t^\star \|_G^{2} + \Psi \Gamma \right) \tau^k.
\]

By letting
\[ T = 2 \frac{\| t^0 - t^\star \|_G^{2} + \Psi \Gamma}{\lambda_{\min}(M + M^\top)}, \]
we obtain the desired result. \qed

Theorem 4 shows that the sequence, $\{z^k\}$, converges at an $r$-linear rate to the optimal solution, $z^\star$, where the convergence rate is described by the constant, $\tau$. During the derivation of $\tau$, we have $\tau$ satisfying that $\gamma \leq \max\{ \frac{1}{1 + \delta}, \gamma \} < \tau < 1$. This implies that the convergence rate (described by the constant $\tau$) is bounded by the consensus rate (described by the constant $\gamma$). In next section, we present some basic relations. Based on these relations, we finally state the proof of Theorem 3.
5.3 Auxiliary Relations

We provide several basic relations in this section, which will help in the proof of Theorem 3. We first establish a relation among $D^k z^k$, $q^k$, $D^\infty z^*$, and $q^*$.

**Lemma 13.** Let Assumptions A4 and A5 hold. In DEXTRA, the quadruple sequence \( \{D^k z^k, q^k, D^\infty z^*, q^*\} \) obeys, for any \( k \),

\[
R \left( D^{k+1} z^{k+1} - D^\infty z^* \right) + \tilde{A} \left( D^{k+1} z^{k+1} - D^k z^k \right) \\
= - L \left( q^{k+1} - q^* \right) - \alpha \left[ \nabla f(z^k) - \nabla f(z^*) \right],
\]

(5.40)

recall Eqs. (5.18)-(5.28) for notation.

**Proof.** We sum DEXTRA, Eq. (5.9), over time from 0 to \( k \),

\[
D^{k+1} z^{k+1} = \tilde{A} D^k z^k - \alpha \nabla f(z^k) - L \sum_{r=0}^{k} D^r z^r.
\]

By subtracting $L D^{k+1} z^{k+1}$ on both sides of the preceding equation and rearranging the terms, it follows that

\[
RD^{k+1} z^{k+1} + \tilde{A} \left( D^{k+1} z^{k+1} - D^k z^k \right) = - L q^{k+1} - \alpha \nabla f(z^k).
\]

(5.41)

Note that $D^\infty z^* = \pi$, where \( \pi \) is some vector in the span of the right-eigenvector of \( A \) corresponding to eigenvalue 1. Since $R \pi = 0_n$, we have

\[
RD^\infty z^* = 0_n.
\]

(5.42)

By subtracting Eq. (5.42) from Eq. (5.41), and noting that $L q^* + \alpha \nabla f(z^*) = 0_n$, Eq. (5.27), we obtain the desired result. \qed
Recall Eq. (5.17) that shows the convergence of $D^k$ to $D^\infty$ at a geometric rate. We will use this result to develop a relation between $\|D^{k+1}z^{k+1} - D^k z^k\|$ and $\|z^{k+1} - z^k\|$, which is in the following lemma. Similarly, we can establish a relation between $\|D^{k+1}z^{k+1} - D^\infty z^*\|$ and $\|z^{k+1} - z^*\|$.

**Lemma 14.** Let Assumptions A4 and A5 hold and recall the constants $d$ and $d^-$ from Eqs. (5.24) and (5.25). If $z^k$ is bounded, i.e., $\|z^k\| \leq B < \infty$, then

(a) $\|z^{k+1} - z^k\| \leq d^- \|D^{k+1}z^{k+1} - D^k z^k\| + 2d^- nCB\gamma^k$;

(b) $\|z^{k+1} - z^*\| \leq d^- \|D^{k+1}z^{k+1} - D^\infty z^*\| + d^- nCB\gamma^k$;

(c) $\|D^{k+1}z^{k+1} - D^\infty z^*\| \leq d \|z^{k+1} - z^*\| + nCB\gamma^k$;

where $C$ and $\gamma$ are constants defined in Lemma 11.

**Proof.** (a)

\[
\|z^{k+1} - z^k\| = \left\| (D^{k+1})^{-1} (D^{k+1}) (z^{k+1} - z^k) \right\|,
\]
\[
\leq \left\| (D^{k+1})^{-1} \right\| \left\| D^{k+1}z^{k+1} - D^k z^k + D^k z^k - D^{k+1}z^k \right\|,
\]
\[
\leq d^- \left\| D^{k+1}z^{k+1} - D^k z^k \right\| + d^- \left\| D^k - D^{k+1} \right\| \left\| z^k \right\|,
\]
\[
\leq d^- \left\| D^{k+1}z^{k+1} - D^k z^k \right\| + 2d^- nCB\gamma^k.
\]

Similarly, we can prove (b). Finally, we have

\[
\|D^{k+1}z^{k+1} - D^\infty z^*\| = \left\| D^{k+1}z^{k+1} - D^{k+1}z^* + D^{k+1}z^* - D^\infty z^* \right\|,
\]
\[ \leq d \| z^{k+1} - z^* \| + \| D^{k+1} - D^\infty \| \| z^* \|, \]
\[ \leq d \| z^{k+1} - z^* \| + nCB\gamma^k. \]

The proof is complete. \( \square \)

Note that the result of Lemma 14 is based on the prerequisite that the sequence \( \{z^k\} \) generated by DEXTRA at \( k \)th iteration is bounded. We will show this boundedness property (for all \( k \)) together with the proof of Theorem 3 in the next section. The following two lemmas discuss the boundedness of \( \| z^k \| \) for a fixed \( k \).

**Lemma 15.** Let Assumptions A4 and A5 hold and recall \( t^k, t^*, \) and \( G \) defined in Eq. (5.29). If \( \| t^k - t^* \|_G^2 \) is bounded by some constant \( F \) for some \( k \), i.e., \( \| t^k - t^* \|_G^2 \leq F \), we have \( \| z^k \| \) be bounded by a constant \( B \) for the same \( k \), defined as follow,

\[ \| z^k \| \leq B \triangleq \sqrt{\frac{2(d^-)^2 F}{\lambda_{\min}\left(\frac{M + M^T}{2}\right)}} + 2(d^-)^2 \| D^\infty z^* \|^2, \tag{5.43} \]

where \( d^-, M \) are constants defined in Eq. (5.25) and (5.18).

**Proof.** We follow the following derivation,

\[ \frac{1}{2} \| z^k \|^2 \leq \frac{(d^-)^2}{2} \| D^k z^k \|^2, \]
\[ \leq (d^-)^2 \| D^k z^k - D^\infty z^* \|^2 + (d^-)^2 \| D^\infty z^* \|^2, \]
\[
\leq \frac{(d^-)^2}{\lambda_{\min}\left(\frac{M + M^T}{2}\right)} \left\| D^k z^k - D^\infty z^* \right\|^2_{M^T} + (d^-)^2 \left\| D^\infty z^* \right\|^2,
\]
\[
\leq \frac{(d^-)^2}{\lambda_{\min}\left(\frac{M + M^T}{2}\right)} \left\| t^k - t^* \right\|^2_G + (d^-)^2 \left\| D^\infty z^* \right\|^2,
\]
\[
\leq \frac{(d^-)^2 F}{\lambda_{\min}\left(\frac{M + M^T}{2}\right)} + (d^-)^2 \left\| D^\infty z^* \right\|^2,
\]

where the third inequality holds due to \( M + M^T \) being PD (see Assumption A5(c)), and the fourth inequality holds because \( N \)-matrix norm has been shown to be nonnegative (see Eq. (5.31)). Therefore, it follows that \( \left\| z^k \right\| \leq B \) for \( B \) defined in Eq. (5.43), which is clearly \(< \infty \) as long as \( F < \infty \). \(\square\)

**Lemma 16.** Let Assumptions A4 and A5 hold and recall the definition of constant \( C_1 \) from Theorem 3. If \( \left\| z^{k-1} \right\| \) and \( \left\| z^k \right\| \) are bounded by a same constant \( B \), we have that \( \left\| z^{k+1} \right\| \) is also bounded. More specifically, we have \( \left\| z^{k+1} \right\| \leq C_1 B \).

**Proof.** According to the iteration of DEXTRA in Eq. (5.9), we can bound \( D^{k+1} z^{k+1} \) as
\[
\left\| D^{k+1} z^{k+1} \right\| \leq \left\| (I_n + A) D^k \right\| \left\| z^k \right\| + \left\| \tilde{A} D^{k-1} \right\| \left\| z^{k-1} \right\|
+ \alpha L_f \left\| z^k \right\| + \alpha L_f \left\| z^{k-1} \right\|,
\]
\[
\leq \left[ d \left\| (I_n + A) \right\| + d \left\| \tilde{A} \right\| + 2\alpha L_f \right] B,
\]

where \( d \) is the constant defined in Eq. (5.24). Accordingly, we have \( z^{k+1} \) be
bounded as follow,
\[ \|z^{k+1}\| \leq d^- \|D^{k+1}z^{k+1}\| = C_1 B. \] (5.44)

\[ \Box \]

5.4 Convergence Analysis

In this section, we first give two propositions that provide the main framework of the proof. Based on these propositions, we use induction to prove Theorem 3. Proposition 2 claims that for all \( k \in \mathbb{N^+} \), if \( \|t^{k-1} - t^*\|_G^2 \leq F_1 \) and \( \|t^k - t^*\|_G^2 \leq F_1 \), for some bounded constant \( F_1 \), then, \( \|t^k - t^*\|_G^2 \geq (1 + \delta)\|t^{k+1} - t^*\|_G^2 - \Gamma \gamma^k \), for some appropriate step-size.

**Proposition 2.** Let Assumptions A4 and A5 hold, and recall the constants \( C_1, C_2, C_3, C_4, C_5, C_6, C_7, \Delta, \delta, \) and \( \gamma \) from Theorem 3. Assume \( \|t^{k-1} - t^*\|_G^2 \leq F_1 \) and \( \|t^k - t^*\|_G^2 \leq F_1 \), for a same bounded constant \( F_1 \). Let the constant \( B \) be a function of \( F_1 \) as defined in Eq. (5.43) by substituting \( F \) with \( F_1 \), and we define \( \Gamma \) as
\[ \Gamma = C_3 B^2. \] (5.45)

With proper step-size \( \alpha \), Eq. (5.33) is satisfied at \( k \)th iteration, i.e.,
\[ \|t^k - t^*\|_G^2 \geq (1 + \delta)\|t^{k+1} - t^*\|_G^2 - \Gamma \gamma^k, \]
where the range of step-size is given in Eqs. (5.34) and (5.35) in Theorem 3.

Proof. We first bound $\|z^{k-1}\|$, $\|z^k\|$, and $\|z^{k+1}\|$. According to Lemma 15, we obtain that $\|z^{k-1}\| \leq B$ and $\|z^k\| \leq B$, since $\|t^{k-1} - t^*\|^2_G \leq F_1$ and $\|t^k - t^*\|^2_G \leq F_1$. By applying Lemma 16, we further obtain that $\|z^{k+1}\| \leq C_1 B$. Based on the boundedness of $\|z^{k-1}\|$, $\|z^k\|$, and $\|z^{k+1}\|$, we start to prove the desired result. By applying the restricted strong-convexity assumption, Eq. (5.15b), it follows that

$$2\alpha S_f \|z^{k+1} - z^*\|^2 \leq 2\alpha \left\langle D^\infty (z^{k+1} - z^*), (D^\infty)^{-1} [\nabla f(z^{k+1}) - \nabla f(z^*)] \right\rangle,$$

$$= 2\alpha \left\langle D^\infty z^{k+1} - D^{k+1} z^{k+1}, (D^\infty)^{-1} [\nabla f(z^{k+1}) - \nabla f(z^*)] \right\rangle$$

$$+ 2\alpha \left\langle D^{k+1} z^{k+1} - D^\infty z^*, (D^\infty)^{-1} [\nabla f(z^{k+1}) - \nabla f(z^*)] \right\rangle$$

$$+ 2 \left\langle D^{k+1} z^{k+1} - D^\infty z^*, (D^\infty)^{-1} \alpha [\nabla f(z^k) - \nabla f(z^*)] \right\rangle,$$

$$:= s_1 + s_2 + s_3,$$  \hspace{1cm} (5.46)

where $s_1$, $s_2$, $s_3$ denote each of RHS terms. We show the boundedness of $s_1$, $s_2$, and $s_3$ as follow.

Bounding $s_1$: By using $2\langle a, b \rangle \leq \eta \|a\|^2 + \frac{1}{\eta} \|b\|^2$ for any appropriate vectors $a, b$, and a positive $\eta$, we obtain that

$$s_1 \leq \frac{\alpha}{\eta} \|D^\infty - D^{k+1}\|^2 \|z^{k+1}\|^2 + \alpha \eta (d_-^\infty L_f)^2 \|z^{k+1} - z^*\|^2.$$  \hspace{1cm} (5.47)

It follows $\|D^\infty - D^{k+1}\| \leq nC\gamma^K$ as shown in Eq. (5.17), and $\|z^{k+1}\|^2 \leq C_1^2 B^2$ as shown in Eq. (5.44). The term $\|z^{k+1} - z^*\|$ can be bounded with
applying Lemma 14(b). Therefore,
\[
\begin{align*}
 s_1 & \leq \alpha (nC)^2 \left[ \frac{C_1^2}{\eta} + 2\eta (d_\infty^d - L_f)^2 \right] B^2 \gamma^{2K} \\
 & \quad + 2\alpha \eta (d_\infty^d - L_f)^2 \left\| D^{K+1}z^{K+1} - D^\infty z^* \right\|^2 .
\end{align*}
\] (5.48)

Bounding \( s_2 \): Similarly, we use Lemma 14(a) to obtain
\[
\begin{align*}
 s_2 & \leq \alpha \eta \left\| D^{K+1}z^{K+1} - D^\infty z^* \right\|^2 + \frac{\alpha (d_\infty^d L_f)^2}{\eta} \left\| z^{K+1} - z^k \right\|^2 ,
\end{align*}
\] (5.49)

Bounding \( s_3 \): We rearrange Eq. (5.40) in Lemma 13 as follow,
\[
\begin{align*}
 \alpha \left[ \nabla f(z^k) - \nabla f(z^*) \right] = & R \left( D^{k+1}z^{k+1} - D^\infty z^* \right) \\
 & + \tilde{A} \left( D^{k+1}z^{k+1} - D^k z^k \right) + L \left( q^{k+1} - q^* \right) .
\end{align*}
\] (5.50)

By substituting \( \alpha [\nabla f(z^k) - \nabla f(z^*)] \) in \( s_3 \) with the representation in the preceding relation, we represent \( s_3 \) as
\[
\begin{align*}
 s_3 & = \left\| D^{K+1}z^{K+1} - D^\infty z^* \right\|^2_{-2Q} \\
 & \quad + 2 \left\langle D^{K+1}z^{K+1} - D^\infty z^*, M \left( D^Kz^K - D^{K+1}z^{K+1} \right) \right\rangle \\
 & \quad + 2 \left\langle D^{K+1}z^{K+1} - D^\infty z^*, N \left( q^* - q^{k+1} \right) \right\rangle ,
\end{align*}
\] (5.51)

where \( s_{3b} \) is equivalent to
\[
\begin{align*}
 s_{3b} & = 2 \left\langle D^{K+1}z^{K+1} - D^Kz^K, M^\top \left( D^\infty z^* - D^{K+1}z^{K+1} \right) \right\rangle ,
\end{align*}
\]
and \( s_{3c} \) can be simplified as

\[
s_{3c} = 2 \langle D^{K+1} z^{K+1}, N (q^* - q^{K+1}) \rangle
\]

\[
= 2 \langle q^{K+1} - q^K, N (q^* - q^{K+1}) \rangle.
\]

The first equality in the preceding relation holds due to the fact that \( N^\top D^\infty z^* = 0 \) and the second equality follows from the definition of \( q^k \), see Eq. (5.28).

By substituting the representation of \( s_{3b} \) and \( s_{3c} \) into (5.51), and recalling the definition of \( t^k, t^*, G \) in Eq. (5.29), we simplify the representation of \( s_3 \),

\[
s_3 = \| D^{K+1} z^{K+1} - D^\infty z^* \|^2_{\| 2Q} + 2 \langle t^{K+1} - t^K, G (t^* - t^{K+1}) \rangle. \quad (5.52)
\]

With the basic rule

\[
\langle t^{K+1} - t^K, G (t^* - t^{K+1}) \rangle + \langle G (t^{K+1} - t^K), t^* - t^{K+1} \rangle
\]

\[
= \| t^K - t^* \|^2_G - \| t^{K+1} - t^* \|^2_G - \| t^{K+1} - t^K \|^2_G, \quad (5.53)
\]

We obtain that

\[
s_3 = \| D^{K+1} z^{K+1} - D^\infty z^* \|^2_{\| 2Q}
\]

\[
+ 2 \| t^K - t^* \|^2_G - 2 \| t^{K+1} - t^* \|^2_G - 2 \| t^{K+1} - t^K \|^2_G
\]

\[
- 2 \langle G (t^{K+1} - t^K), t^* - t^{K+1} \rangle. \quad (5.54)
\]

We analyze the last two terms in Eq. (5.54):

\[
-2 \| t^{K+1} - t^K \|^2_G \leq -2 \| D^{K+1} z^{K+1} - D^K z^K \|^2_{\| M^r}, \quad (5.55)
\]
where the inequality holds due to $N$-matrix norm is nonnegative, and

$$-2 \langle G(t^{K+1} - t^K), t^* - t^{K+1} \rangle$$

$$= -2 \langle M^T(D^{K+1}z^{K+1} - D^Kz^K), D^\infty z^* - D^{K+1}z^{K+1} \rangle$$

$$- 2 \langle D^{K+1}z^{K+1} - D^\infty z^*, N^\top (q^* - q^{K+1}) \rangle,$$

$$\leq \delta \|D^{K+1}z^{K+1} - D^Kz^K\|^2_{MM^\top} + \delta \|q^* - q^{K+1}\|^2_{NN^\top}$$

$$+ \frac{2}{\delta} \|D^{K+1}z^{K+1} - D^\infty z^*\|^2,$$  \hspace{1cm} (5.56)

for some $\delta > 0$. By substituting Eqs. (5.55) and (5.56) into Eq. (5.54), we obtain that

$$s_3 \leq 2 \|t^K - t^*\|^2_G - 2 \|t^{K+1} - t^*\|^2_G + \|q^* - q^{K+1}\|^2_{\delta NN^\top}$$

$$+ \|D^{K+1}z^{K+1} - D^\infty z^*\|^2_{\frac{2}{\delta} I_n - 2Q}$$

$$+ \|D^{K+1}z^{K+1} - D^Kz^K\|^2_{-2M^\top + \delta MM^\top}.$$ \hspace{1cm} (5.57)

Next, it follows from Lemma 14(c) that

$$\|D^{k+1}z^{k+1} - D^\infty z^*\|^2 \leq 2d^2 \|z^{k+1} - z^*\|^2 + 2(nCB)^2 \gamma^{2k}.$$  

Multiplying both sides of the preceding relation by $\frac{\alpha S_f}{d^2}$ and combining it with Eq. (55), we obtain

$$\frac{\alpha S_f}{d^2} \|D^{k+1}z^{k+1} - D^\infty z^*\|^2 \leq s_1 + s_2 + s_3 + \frac{2\alpha S_f (nCB)^2}{d^2} \gamma^{2k}.$$ \hspace{1cm} (5.58)
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By plugging the related bounds \((s_1)\) from Eq. (5.48), \((s_2)\) from Eq. (5.49), and \((s_3)\) from Eq. (5.57)) in Eq. (5.58), it follows that

\[
\|t^k - t^*\|^2_G - \|t^{k+1} - t^*\|^2_G \geq \|D^{k+1}z^{k+1} - D^\infty z^*\|^2 \frac{q}{2} \left[\frac{\hat{s}_f}{d^-_L} - \eta - 2\eta(d^-_\infty d^- L_f)^2\right] I_n - \frac{1}{2} I_n + Q
\]

\[
+ \|D^{k+1}z^{k+1} - D^k z^k\|^2 \frac{M^\top - \frac{\alpha (d^-_\infty d^- L_f)^2}{\eta}}{2 M M^\top - \frac{\alpha (d^-_\infty d^- L_f)^2}{\eta}} I_n
\]

\[- \alpha (nC)^2 \left[\frac{C_1^2}{2\eta} + (d^-_\infty d^- L_f)^2 \left(\eta + \frac{1}{\eta}\right) + \frac{S_f}{d^2}\right] B^2 \gamma^k
\]

\[- \|q^* - q^{k+1}\|^2_{\frac{1}{2} N N^\top}.
\]

In order to derive the relation that

\[
\|t^k - t^*\|^2_G \geq (1 + \delta) \|t^{k+1} - t^*\|^2_G - \Gamma \gamma^k,
\]

it is sufficient to show that the RHS of Eq. (5.59) is no less than \(\delta \|t^{k+1} - t^*\|^2_G - \Gamma \gamma^k\). Recall the definition of \(G, t^k,\) and \(t^*\) in Eq. (5.29), we have

\[
\delta \|t^{k+1} - t^*\|^2_G - \Gamma \gamma^k = \|D^{k+1}z^{k+1} - D^\infty z^*\|^2 \frac{q}{2} \left[\frac{\hat{s}_f}{d^-_L} - \eta - 2\eta(d^-_\infty d^- L_f)^2\right] I_n - \frac{1}{2} I_n + Q - \delta M^\top
\]

\[\quad + \|q^* - q^{k+1}\|^2_{\delta N - \Gamma \gamma^k}.
\]

Comparing Eqs. (5.59) with (5.61), it is sufficient to prove that

\[
\|D^{k+1}z^{k+1} - D^\infty z^*\|^2 \frac{q}{2} \left[\frac{\hat{s}_f}{d^-_L} - \eta - 2\eta(d^-_\infty d^- L_f)^2\right] I_n - \frac{1}{2} I_n + Q - \delta M^\top
\]

\[\quad + \|D^{k+1}z^{k+1} - D^k z^k\|^2 \frac{M^\top - \frac{\alpha (d^-_\infty d^- L_f)^2}{\eta}}{2 M M^\top - \frac{\alpha (d^-_\infty d^- L_f)^2}{\eta}} I_n
\]

\[\quad + \Gamma \gamma^k - \alpha (nC)^2 \left[\frac{C_1^2}{2\eta} + (d^-_\infty d^- L_f)^2 \left(\eta + \frac{1}{\eta}\right) + \frac{S_f}{d^2}\right] B^2 \gamma^k
\]

\[\geq \|q^* - q^{k+1}\|^2_{\delta \left(\frac{2 N N^\top}{2} + N\right)}.
\]

(5.62)
We next aim to bound $\|q^* - q^{k+1}\|_2^2$ in terms of $\|D^{k+1}z^{k+1} - D^\infty z^*\|$ and $\|D^{k+1}z^{k+1} - D^k z^k\|$, such that it is easier to analyze Eq. (5.62). From Lemma 13, we have

$$\|q^* - q^{k+1}\|_{L^T L}^2 = \|L(q^* - q^{k+1})\|_2^2,$$

$$= \|R(D^{k+1}z^{k+1} - D^\infty z^*) + \alpha[\nabla f(z^{k+1}) - \nabla f(z^*)] + \tilde{A}(D^{k+1}z^{k+1} - D^k z^k) + \alpha[\nabla f(z^k) - \nabla f(z^{k+1})]\|_2^2,$$

$$\leq 4 \left( \|D^{k+1}z^{k+1} - D^\infty z^*\|_{R^T R}^2 + \alpha^2 L_f^2 \|z^{k+1} - z^*\|_2^2 \right)$$

$$+ 4 \left( \|D^{k+1}z^{k+1} - D^k z^k\|_{\tilde{A}^T \tilde{A}}^2 + \alpha^2 L_f^2 \|z^{k+1} - z^k\|_2^2 \right),$$

$$\leq \|D^{k+1}z^{k+1} - D^\infty z^*\|_{4R^T R + 8(\alpha L_f d^-)^2 I_n}^2$$

$$+ \|D^{k+1}z^{k+1} - D^k z^k\|_{4\tilde{A}^T \tilde{A} + 8(\alpha L_f d^-)^2 I_n}^2$$

$$+ 24 \left( \alpha n C d^- L_f \right)^2 B^2 \gamma^k,$$  (5.63)

Since that $\lambda \left( \frac{N + NN^T}{2} \right) \geq 0$, $\lambda \left( NN^T \right) \geq 0$, $\lambda \left( L^T L \right) \geq 0$, and $\lambda_{\min} \left( \frac{N + NN^T}{2} \right) = \lambda_{\min} \left( NN^T \right) = \lambda_{\min} \left( L^T L \right) = 0$ with the same corresponding eigenvector, we have

$$\|q^* - q^{k+1}\|_2^2 \leq \delta C_2 \|q^* - q^{k+1}\|^2_{L^T L},$$  (5.64)

where $C_2$ is the constant defined in Theorem 3. By combining Eqs. (5.63) with (5.64), it follows that

$$\|q^* - q^{k+1}\|_2^2 \leq \delta C_2 \|q^* - q^{k+1}\|^2_{L^T L},$$
≤ \left\| D^{k+1}z^{k+1} - D^\infty z^* \right\|^2_{\delta C_2 \left( 4R^\top R + 8(\alpha L_f d^-)^2 I_n \right)} \\
+ \left\| D^{k+1}z^{k+1} - D^k z^k \right\|^2_{\delta C_2 \left( 4\tilde{A}^\top \tilde{A} + 8(\alpha L_f d^-)^2 I_n \right)} \\
+ 24\delta C_2 \left( \alpha n Cd^- L_f \right)^2 B^2 \gamma^k. \tag{5.65}

Consider Eq. (5.62), together with (5.65). Let

\[ \Gamma = C_3 B^2, \tag{5.66} \]

where \( C_3 \) is the constant defined in Theorem 3, such that all “\( \gamma^k \) items” in Eqs. (5.62) and (5.65) can be canceled out. In order to prove Eq. (5.62), it is sufficient to show that the LHS of Eq. (5.62) is no less than the RHS of Eq. (5.65), i.e.,

\[ \left\| D^{k+1}z^{k+1} - D^\infty z^* \right\|^2_{\left[ \frac{S_f}{d^2} - \eta - 2\eta(d^-_\infty d^- L_f)^2 \right] I_n - \frac{1}{2} I_n + Q - \delta M^\top} \\
+ \left\| D^{k+1}z^{k+1} - D^k z^k \right\|^2_{\left[ M^\top - \frac{\delta}{2} MM^\top - \frac{\alpha (d^-_\infty d^- L_f)^2}{\eta} \right] I_n} \\
\geq \left\| D^{k+1}z^{k+1} - D^\infty z^* \right\|^2_{\delta C_2 \left( 4R^\top R + 8(\alpha L_f d^-)^2 I_n \right)} \\
+ \left\| D^{k+1}z^{k+1} - D^k sz^k \right\|^2_{\delta C_2 \left( 4\tilde{A}^\top \tilde{A} + 8(\alpha L_f d^-)^2 I_n \right)}. \tag{5.67} \]

To satisfy Eq. (5.67), it is sufficient to have the following two relations hold simultaneously,

\[ \frac{\alpha}{2} \left[ \frac{S_f}{d^2} - \eta - 2\eta(d^-_\infty d^- L_f)^2 \right] - \frac{1}{\delta} - \delta \lambda_{\text{max}} \left( \frac{M + M^\top}{2} \right) \]
\[ \geq \delta C_2 \left[ 4\lambda_{\text{max}} \left( R^\top R \right) + 8(\alpha L_f d^-)^2 \right], \tag{5.68a} \]
\[ \lambda_{\text{min}} \left( \frac{M + M^T}{2} \right) - \frac{\delta}{2} \lambda_{\text{max}} \left(MM^T\right) - \frac{\alpha (d_\infty d^- L_f)^2}{\eta} \]

\[ \geq \delta C_2 \left[ 4 \lambda_{\text{max}} \left( \tilde{A}^T \tilde{A} \right) + 8(\alpha L_f d^-)^2 \right]. \quad (5.68b) \]

where in Eq. (5.68a) we ignore the term \( \frac{\lambda_{\text{min}} (Q + Q^T)}{2} \) due to \( \lambda_{\text{min}} (Q + Q^T) = 0 \).

Recall the definition

\[ C_4 = 8 C_2 \left( L_f d^- \right)^2, \quad (5.69) \]

\[ C_5 = \lambda_{\text{max}} \left( \frac{M + M^T}{2} \right) + 4 C_2 \lambda_{\text{max}} \left(R^T R\right), \quad (5.70) \]

\[ C_6 = \frac{S_f}{d^2} - \eta - 2 \eta (d_\infty d^- L_f)^2 \]

\[ \Delta = C_6^2 - 4 C_4 \delta \left( \frac{1}{\delta} + C_5 \delta \right). \quad (5.71) \]

The solution of step-size, \( \alpha \), satisfying Eq. (5.68a), is

\[ \frac{C_6 - \sqrt{\Delta}}{2 C_4 \delta} \leq \alpha \leq \frac{C_6 + \sqrt{\Delta}}{2 C_4 \delta}, \quad (5.73) \]

where we set

\[ \eta < \frac{S_f}{d^2 (1 + (d_\infty d^- L_f)^2)}, \quad (5.74) \]

to ensure the solution of \( \alpha \) contains positive values. In order to have \( \delta > 0 \) in Eq. (5.68b), the step-size, \( \alpha \), is sufficient to satisfy

\[ \alpha \leq \frac{\eta \lambda_{\text{min}} (M + M^T)}{2 (d_\infty d^- L_f)^2}. \quad (5.75) \]

By combining Eqs. (5.73) with (5.75), we conclude it is sufficient to set the step-size \( \alpha \in [\underline{\alpha}, \overline{\alpha}] \), where

\[ \underline{\alpha} \triangleq \frac{C_6 - \sqrt{\Delta}}{2 C_4 \delta}, \quad (5.76) \]
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and

\[ \overline{\alpha} \triangleq \min \left\{ \frac{\eta \lambda_{\min} \left( M + M^\top \right)}{2(d_\infty d-L_f)^2}, \frac{C_6 + \sqrt{\Delta}}{2C_4 \delta} \right\}, \tag{5.77} \]

to establish the desired result, i.e.,

\[ \| t^k - t^* \|_G^2 \geq (1 + \delta) \| t^{k+1} - t^* \|_G^2 - \Gamma \gamma^k. \tag{5.78} \]

Finally, we bound the constant \( \delta \), which reflecting how fast \( \| t^{k+1} - t^* \|_G^2 \) converges. Recall the definition of \( C_7 \)

\[ C_7 = \frac{1}{2} \lambda_{\max} \left( MM^\top \right) + 4C_2 \lambda_{\max} \left( \widetilde{A}^\top \widetilde{A} \right). \tag{5.79} \]

To have \( \alpha \)'s solution of Eq. (5.68b) contains positive values, we need to set

\[ \delta < \frac{\lambda_{\min} \left( M + M^\top \right)}{2C_7}. \tag{5.80} \]

Note that Proposition 2 is different from Theorem 3 in that: (i) it only proves the result, Eq. (5.33), for a certain \( k \), not for all \( k \in \mathbb{N}^+ \); and, (ii) it requires the assumption that \( \| t^{k-1} - t^* \|_G^2 \leq F_1 \), and \( \| t^k - t^* \|_G^2 \leq F_1 \), for some bounded constant \( F_1 \). Next, Proposition 3 shows that for all \( k \geq K \), where \( K \) is some specific value defined later, if \( \| t^k - t^* \|_G^2 \leq F \), and \( \| t^k - t^* \|_G^2 \geq (1 + \delta) \| t^{k+1} - t^* \|_G^2 - \Gamma \gamma^k \), we have that \( \| t^{k+1} - t^* \|_G^2 \leq F \).

**Proposition 3.** Let Assumptions A4 and A5 hold, and recall the constants \( C_1, C_2, C_3, C_4, C_5, C_6, C_7, \Delta, \delta, \) and \( \gamma \) from Theorem 3. Assume that at \( k \)th
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iteration, $\|t^k - t^*\|_G^2 \leq F_2$, for some bounded constant $F_2$, and $\|t^k - t^*\|_G^2 \geq (1 + \delta)\|t^{k+1} - t^*\|_G^2 - \Gamma \gamma^k$. Then we have that

$$\|t^{k+1} - t^*\|_G^2 \leq F_2$$

(5.81)

is satisfied for all $k \geq K$, where $K$ is defined as

$$K = \left\lceil \log_r \left( \frac{\delta \lambda_{\min} \left( \frac{M + M^T}{2} \right)}{2\alpha (d^-)^2 C_3} \right) \right\rceil.$$ (5.82)

Proof. Since we have $\|t^k - t^*\|_G^2 \leq F_2$, and $\|t^k - t^*\|_G^2 \geq (1 + \delta)\|t^{k+1} - t^*\|_G^2 - \Gamma \gamma^k$, it follows that

$$\|t^{k+1} - t^*\|_G^2 \leq \frac{\|t^k - t^*\|_G^2 + \Gamma \gamma^k}{1 + \delta} \leq \frac{F_2}{1 + \delta} + \frac{\Gamma \gamma^k}{1 + \delta}.$$ (5.83)

Given the definition of $K$ in Eq. (5.82), it follows that for $k \geq K$

$$\gamma^k \leq \frac{\delta \lambda_{\min} \left( \frac{M + M^T}{2} \right) B^2}{2\alpha (d^-)^2 C_3 B^2} \leq \frac{\delta F_2}{\Gamma},$$ (5.84)

where the second inequality follows with the definition of $\Gamma$, and $F$ in Eqs. (5.45) and (5.43). Therefore, we obtain that

$$\|t^{k+1} - t^*\|_G^2 \leq \frac{F_2}{1 + \delta} + \frac{\delta F_2}{1 + \delta} = F_2.$$ (5.85)

Proof of Theorem 3

We now formally state the proof of Theorem 3.
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Proof. Define \( F = \max_{1 \leq k \leq K} \{ \| t^k - t^* \|_G^2 \} \), where \( K \) is the constant defined in Eq. (5.82). The goal is to show that Eq. (5.33) in Theorem 3 is valid for all \( k \) with the step-size being in the range defined in Eqs. (5.34) and (5.35).

We first prove the result for \( k \in [1, ..., K] \): Since \( \| t^k - t^* \|_G^2 \leq F, \forall k \in [1, ..., K] \), we use the result of Proposition 2 to have

\[
\| t^k - t^* \|_G^2 \geq (1 + \delta)\| t^{k+1} - t^* \|_G^2 - \Gamma \gamma^k, \quad \forall k \in [1, ..., K].
\]

Next, we use induction to show Eq. (5.33) for all \( k \geq K \). For \( F \) defined above:

(i) Base case: when \( k = K \), we have the initial relations that

\[
\| t^{K-1} - t^* \|_G^2 \leq F, \quad (5.86a)
\]

\[
\| t^K - t^* \|_G^2 \leq F, \quad (5.86b)
\]

\[
\| t^K - t^* \|_G^2 \geq (1 + \delta)\| t^{K+1} - t^* \|_G^2 - \Gamma \gamma^K. \quad (5.86c)
\]

(ii) We now assume that the induction hypothesis is true at the \( k \)th iteration, for some \( k \geq K \), i.e.,

\[
\| t^{k-1} - t^* \|_G^2 \leq F, \quad (5.87a)
\]

\[
\| t^k - t^* \|_G^2 \leq F, \quad (5.87b)
\]

\[
\| t^k - t^* \|_G^2 \geq (1 + \delta)\| t^{k+1} - t^* \|_G^2 - \Gamma \gamma^k, \quad (5.87c)
\]

and show that this set of equations also hold for \( k + 1 \).
(iii) Given Eqs. (5.87b) and (5.87c), we obtain \( \|t^{k+1} - t^*\|^2_G \leq F \) by applying Proposition 3. Therefore, by combining \( \|t^{k+1} - t^*\|^2_G \leq F \) with (5.87b), we obtain that \( \|t^{k+1} - t^*\|^2_G \geq (1 + \delta)\|t^{k+2} - t^*\|^2_G - \Gamma \gamma^{k+1} \) by Proposition 2. To conclude, we obtain that

\[
\|t^k - t^*\|^2_G \leq F, \quad (5.88a)
\]

\[
\|t^{k+1} - t^*\|^2_G \leq F, \quad (5.88b)
\]

\[
\|t^{k+1} - t^*\|^2_G \geq (1 + \delta)\|t^{k+2} - t^*\|^2_G - \Gamma \gamma^{k+1}. \quad (5.88c)
\]

hold for \( k + 1 \).

By induction, we conclude that this set of equations holds for all \( k \), which completes the proof.

\[
\square
\]

### 5.5 Numerical Experiments

This section provides numerical experiments to study the convergence rate of DEXTRA for a least squares problem over a directed graph. The local objective functions in the least squares problems are strongly-convex. We compare the performance of DEXTRA with other algorithms suited to the case of directed graph: GP as defined by [61, 63–65], and D-DSD as defined by [79]. Our second experiment verifies the existence of \( \alpha_{\min} \) and \( \alpha_{\max} \), such that the proper step-size \( \alpha \) is between \( \alpha_{\min} \) and \( \alpha_{\max} \). We also consider various net-
work topologies and weighting strategies to see how the eigenvalues of network graphs effect the interval of step-size, $\alpha$. Convergence is studied in terms of the residual

$$re = \frac{1}{n} \sum_{i=1}^{n} \|z_i^k - u\|,$$

where $u$ is the optimal solution. The distributed least squares problem is described as follows.

Each agent owns a private objective function, $h_i = H_i x + n_i$, where $h_i \in \mathbb{R}^{m_i}$ and $H_i \in \mathbb{R}^{m_i \times p}$ are measured data, $x \in \mathbb{R}^p$ is unknown, and $n_i \in \mathbb{R}^{m_i}$ is random noise. The goal is to estimate $x$, which we formulate as a distributed optimization problem solving

$$\min f(x) = \frac{1}{n} \sum_{i=1}^{n} \|H_i x - h_i\|.$$

We consider the network topology as the digraph shown in Fig. 5.1. We first apply the local degree weighting strategy, i.e., to assign each agent itself and its out-neighbors equal weights according to the agent’s own out-degree, i.e.,

$$a_{ij} = \frac{1}{|\mathcal{N}_{out}^i|}, \quad (i, j) \in \mathcal{E}. \quad (5.89)$$

According to this strategy, the corresponding network parameters are shown in Fig. 5.2. We now estimate the interval of appropriate step-sizes. We choose $L_f = \max_i \{2\lambda_{\max}(H_i^T H_i)\} = 0.14$, and $S_f = \min_i \{2\lambda_{\min}(H_i^T H_i)\} = 0.1$. We set $\eta = 0.04 < S_f/d^2$, and $\delta = 0.1$. Note that $\eta$ and $\delta$ are estimated values.
According to the calculation, we have $C_1 = 36.6$ and $C_2 = 5.6$. Therefore, we estimate that $\alpha = \frac{\eta \lambda_{\min}(M + M^T)}{2L_2^2(d_{\infty} - d)^2} = 0.26$, and $\alpha < \frac{S_f/(2d^2) - \eta/2}{2C_2^2} = 9.6 \times 10^{-4}$. We thus pick $\alpha = 0.1 \in [\underline{\alpha}, \bar{\alpha}]$ for the following experiments.

Our first experiment compares several algorithms suited to directed graphs, illustrated in Fig. 5.1. The comparison of DEXTRA, GP, D-DSD and DGD with weighting matrix being row-stochastic is shown in Fig. 5.3. In this exper-
iment, we set $\alpha = 0.1$, which is in the range of our theoretical value calculated above. The convergence rate of DEXTRA is linear as stated in Section 6.3. G-P and D-DSD apply the same step-size, $\alpha = \frac{\alpha}{\sqrt{k}}$. As a result, the convergence rate of both is sub-linear. We also consider the DGD algorithm, but with the weighting matrix being row-stochastic. The reason is that in a directed graph, it is impossible to construct a doubly-stochastic matrix. As expected, DGD with row-stochastic matrix does not converge to the exact optimal solution while other three algorithms are suited to directed graphs.

![Convergence rate comparison between DEXTRA, GP, and D-DSD in a least squares problem over directed graphs.](image)

Figure 5.3: Convergence rate comparison between DEXTRA, GP, and D-DSD in a least squares problem over directed graphs.

According to the theoretical value of $\underline{\alpha}$ and $\bar{\alpha}$, we are able to set available
step-size, $\alpha \in [9.6 \times 10^{-4}, 0.26]$. In practice, this interval is much wider. Fig. 5.4 illustrates this fact. Numerical experiments show that $\alpha_{\min} = 0^+$ and $\alpha_{\max} = 0.447$. Though DEXTRA has a much wider range of step-size compared with the theoretical value, it still has a more restricted step-size compared with EXTRA, see [48], where the value of step-size can be as low as any value close to zero in any network topology, i.e., $\alpha_{\min} = 0$, as long as a symmetric and doubly-stochastic matrix is applied in EXTRA. The relative smaller range of interval is due to the fact that the weighting matrix applied in DEXTRA cannot be symmetric.

![Figure 5.4: DEXTRA convergence w.r.t. different step-sizes.](image-url)
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The explicit representation of $\bar{\alpha}$ and $\alpha$ given in Theorem ?? imply the way to increase the interval of step-size, i.e.,

$$\bar{\alpha} \propto \frac{\lambda_{\min}(M + M^T)}{(d_{\infty} d^-)^2}, \quad \alpha \propto \frac{1}{(d^2 - d)^2}.$$

To increase $\bar{\alpha}$, we increase $\frac{\lambda_{\min}(M + M^T)}{(d_{\infty} d^-)^2}$; to decrease $\alpha$, we can decrease $\frac{1}{(d^2 - d)^2}$.

Compared with applying the local degree weighting strategy, Eq. (5.89), as shown in Fig. 5.4, we achieve a wider range of step-sizes by applying the constant weighting strategy, which can be expressed as

$$a_{ij} = \begin{cases} 
1 - 0.01(|\mathcal{N}_j^\text{out}| - 1), & i = j, \\
0.01, & i \neq j, \quad i \in \mathcal{N}_j^\text{out}, \forall j,
\end{cases}$$

This constant weighting strategy constructs a diagonal-dominant weighting matrix, which increases $\frac{\lambda_{\min}(M + M^T)}{(d_{\infty} d^-)^2}$. It may also be observed from Figs. 5.4 and 5.5 that the same step-size generates quiet different convergence speed when the weighting strategy changes. Comparing Figs. 5.4 and 5.5 when step-size $\alpha = 0.1$, DEXTRA with local degree weighting strategy converges much faster.

5.6 Conclusions

In this chapter, we introduce DEXTRA, a distributed algorithm to solve multi-agent smooth optimization problems over directed graphs. We have shown
that DEXTRA succeeds in driving all agents to the same point, which is the exact optimal solution of the problem, given that the communication graph is strongly-connected and the objective functions are strongly-convex. Moreover, the algorithm converges at a linear rate $O(\tau^k)$ for some constant, $\tau < 1$. This is the best known rate of convergence for this class of problems. The fast convergence rate is achieved because we harness the function smoothness. Numerical experiments on a least squares problem show that DEXTRA is the fastest distributed algorithm among all algorithms applicable to directed graphs.
Chapter 6

ADD-OPT for Smooth Convex Optimization

In this chapter, we propose, ADD-OPT: Accelerated Distributed Directed Optimization, to solve the distributed smooth optimization problem, P1, over directed networks. ADD-OPT achieves the best known rate of convergence for this class of problems, $O(\mu^k)$ for $0 < \mu < 1$ given that the objective functions are strongly-convex, where $k$ is the number of iterations. Compared with DEXTRA, ADD-OPT supports a wider and more realistic range of step-size. In particular, the greatest lower bound of DEXTRA’s step-size is strictly greater than zero while that of ADD-OPT’s equals exactly to zero. Simulation examples further illustrate the improvements.
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6.1 Motivation

In previous chapter, we propose DEXTRA, a fast distributed algorithm over directed network for smooth optimization. By combining the push-sum protocol, [66, 67], and EXTRA, [48], DEXTRA achieves a linear convergence rate given that the objective functions are strongly-convex. However, one drawback of DEXTRA is the restrictive range of step-size. The greatest lower bound of DEXTRA’s step-size is strictly greater than zero. In particular, a proper step-size, $\alpha$, for DEXTRA converging to the optimal solution lies in $\alpha \in (\underline{\alpha}, \overline{\alpha})$, where $\underline{\alpha}$ and $\overline{\alpha}$ denote the lower and upper bound respectively. It is true that $\underline{\alpha} > 0$. Considering that it is hard to estimate $\underline{\alpha}$ in a distributed setting because the expression of $\underline{\alpha}$ requires the global knowledge, it is always an open problem on how to pick a proper step-size, $\alpha$, in DEXTRA to guarantee the convergence, i.e., $\alpha \in (\underline{\alpha}, \overline{\alpha})$. In contrast if $\underline{\alpha} = 0$, agents can pick whatever small value for $\alpha$ to ensure the convergence.

Therefore, we propose ADD-OPT, aiming to relax the range of step-size while keep achieving a linear convergence rate when the objective functions are strongly-convex. Compared to DEXTRA, ADD-OPT’s step-size, $\alpha$, lies in $\alpha \in (0, \overline{\alpha})$, i.e., $\underline{\alpha} = 0$. This guarantees ADD-OPT to be a more reliable algorithm in distributed setting. We show that, after some derivation, the ADD-OPT has a similar representation as DEXTRA. In this point of view, it
can be regarded as an extended result of DEXTRA.

6.2 ADD-OPT Development

In this section, we first describe the implementation of ADD-OPT. We derive an informal but intuitive proof showing that ADD-OPT pushes the agents to achieve consensus and reach the optimal solution of Problem P1. After proposing ADD-OPT, we derive it to a similar representation of DEXTRA to show the relations between the two. The analysis also helps to reveal how to increase the range of step-size in DEXTRA by adjusting the weighting matrices. We also analyze the performance of both ADD-OPT and DEXTRA when the step-size is zero. Formal convergence results are left to later sections.

ADD-OPT Algorithm

To solve Problem P1, we describe the implementation of ADD-OPT as follows. Each agent, \( j \in \mathcal{V} \), maintains three vector variables: \( x_{k,j}, z_{k,j}, w_{k,j} \in \mathbb{R}^p \), as well as a scalar variable, \( y_{k,j} \in \mathbb{R} \), where \( k \) is the discrete-time index. At \( k \)th iteration, agent \( j \) weights its states, \( a_{ij}x_{k,j}, a_{ij}y_{k,j}, \) as well as \( a_{ij}w_{k,j} \), and sends these to each of its out-neighbors, \( i \in \mathcal{N}_j^{\text{out}} \), where the weights, \( a_{ij} \)'s are such
that:

\[ a_{ij} = \begin{cases} 
> 0, & i \in \mathcal{N}_j^{\text{out}}, \\
0, & \text{otw.,} \\
\sum_{i=1}^{n} a_{ij} = 1, & \forall j. 
\end{cases} \quad (6.1) \]

With agent \( i \) receiving the information from its in-neighbors, \( j \in \mathcal{N}_i^{\text{in}} \), it updates \( x_{k+1,i}, y_{k+1,i}, z_{k+1,i} \) and \( w_{k+1,i} \) as follows:

\[
\begin{align*}
x_{k+1,i} &= \sum_{j \in \mathcal{N}_i^{\text{in}}} a_{ij} x_{k,j} - \alpha w_{k,i}, \quad (6.2a) \\
y_{k+1,i} &= \sum_{j \in \mathcal{N}_i^{\text{in}}} a_{ij} y_{k,j}, \quad (6.2b) \\
z_{k+1,i} &= \frac{x_{k+1,i}}{y_{k+1,i}}, \quad (6.2c) \\
w_{k+1,i} &= \sum_{j \in \mathcal{N}_i^{\text{in}}} a_{ij} w_{k,j} + \nabla f_i(z_{k+1,i}) - \nabla f_i(z_{k,i}). \quad (6.2d)
\end{align*}
\]

In the above, \( \nabla f_i(z_{k,i}) \) in the gradient of the function \( f_i(z) \) at \( z = z_{k,i} \), for all \( k \geq 0 \). The step-size, \( \alpha \), is a positive number within a certain interval.

We will explicitly show the range of \( \alpha \) later. For any agent \( i \), it is initiated with an arbitrary vector, \( x_{0,i} \), and with \( w_{0,i} = \nabla f_i(z_{0,i}) \) and \( y_{0,i} = 1 \). We note that the implementation of Eq. (6.2) needs each agent to at least have the knowledge of its out-neighbors degree. See [61, 63–65, 74, 79, 82, 83] for the similar assumptions.

To simplify the analysis, we assume from now on that all sequences updated by Eq. (6.2) have only one dimension, i.e., \( p = 1 \); thus \( x_{k,i}, y_{k,i}, w_{k,i}, z_{k,i} \in \mathbb{R}, \forall i, k \). For \( x_{k,i}, w_{k,i}, z_{k,i} \in \mathbb{R}^p \) being \( p \)-dimensional vectors, the
proof is the same for every dimension by applying the results to each coordinate. Therefore, assuming \( p = 1 \) is without the loss of generality. We next write Eq. (6.2) in a matrix form. Define \( \mathbf{x}_k, \mathbf{y}_k, \mathbf{w}_k, \mathbf{z}_k, \nabla \mathbf{f}_k \in \mathbb{R}^n \) as \( \mathbf{x}_k = [x_{k,1}, \cdots, x_{k,n}]^\top, \mathbf{y}_k = [y_{k,1}, \cdots, y_{k,n}]^\top, \mathbf{w}_k = [w_{k,1}, \cdots, w_{k,n}]^\top, \mathbf{z}_k = [z_{k,1}, \cdots, z_{k,n}]^\top, \) and \( \nabla \mathbf{f}_k = [\nabla f_1(z_{k,1}), \cdots, \nabla f_n(z_{k,n})]^\top. \) Let \( A = \{a_{ij}\} \in \mathbb{R}^{n \times n} \) be the collection of weights \( a_{ij}. \) It is clear that \( A \) is a column-stochastic matrix. Define a diagonal matrix, \( Y_k \in \mathbb{R}^{n \times n}, \) for each \( k, \) as follow

\[
Y_k = \text{diag} (\mathbf{y}_k). \tag{6.3}
\]

Given that the graph, \( G, \) is strongly-connected and the corresponding weighting matrix, \( A, \) is non-negative, it follows that \( Y_k \) is invertible for any \( k. \) Then, we can write Eq. (6.2) in the matrix form equivalently as follows:

\[
\begin{align*}
\mathbf{x}_{k+1} &= A\mathbf{x}_k - \alpha \mathbf{w}_k, \tag{6.4a} \\
\mathbf{y}_{k+1} &= A\mathbf{y}_k, \tag{6.4b} \\
\mathbf{z}_{k+1} &= Y_{k+1}^{-1}\mathbf{x}_{k+1}, \tag{6.4c} \\
\mathbf{w}_{k+1} &= A\mathbf{w}_k + \nabla \mathbf{f}_{k+1} - \nabla \mathbf{f}_k, \tag{6.4d}
\end{align*}
\]

where similarly we have the initial condition \( \mathbf{w}_0 = \nabla \mathbf{f}_0. \)
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Interpretation of ADD-OPT

Based on Eq. (6.4), we now give an intuitive interpretation on the convergence of ADD-OPT to the optimal solution. By combining Eqs. (6.4a) and (6.4d), we obtain that

$$x_{k+1} = Ax_k - \alpha [Aw_{k-1} + \nabla f_k - \nabla f_{k-1}]$$

$$= Ax_k - \alpha A \left[ \frac{Ax_{k-1} - x_k}{\alpha} \right] - \alpha [\nabla f_k - \nabla f_{k-1}]$$

$$= 2Ax_k - A^2x_{k-1} - \alpha [\nabla f_k - \nabla f_{k-1}].$$

(6.5)

Assume that the sequences generated by Eq. (6.4) converge to their limits (not necessarily true), denoted by $x_{\infty}$, $y_{\infty}$, $w_{\infty}$, $z_{\infty}$, $\nabla f_{\infty}$, respectively. It follows from Eq. (6.5) that

$$x_{\infty} = 2Ax_{\infty} - A^2x_{\infty} - \alpha [\nabla f_{\infty} - \nabla f_{\infty}],$$

(6.6)

which implies that $(I_n - A)^2x_{\infty} = 0_n$, or $x_{\infty} \in \text{span}\{y_{\infty}\}$, considering that $y_{\infty} = Ay_{\infty}$. Therefore, we obtain that

$$z_{\infty} = Y_{\infty}^{-1}x_{\infty} \in \text{span}\{1_n\},$$

(6.7)

where the consensus is reached.

By summing up the updates in Eq. (6.5) over $k$ from 0 to $\infty$, we obtain that

$$x_{\infty} = Ax_{\infty} + \sum_{r=1}^{\infty} (A - I_n)x_r - \sum_{r=0}^{\infty} (A^2 - A)x_r - \alpha \nabla f_{\infty}.$$
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Noting that $x_\infty = Ax_\infty$, it follows

$$\alpha \nabla f_\infty = \sum_{r=1}^{\infty} (A - I_n)x_r - \sum_{r=0}^{\infty} (A^2 - A)x_r.$$  

Therefore, we obtain that

$$\alpha 1_n^T \nabla f_\infty = 1_n^T (A - I_n) \sum_{r=1}^{\infty} x_r - 1_n^T (A^2 - A) \sum_{r=0}^{\infty} x_r = 0,$$

which is the optimality condition of Problem P1 considering that $z_\infty \in \text{span}\{1_n\}$.

To conclude, if we assume the sequences updated in Eq. (6.4) have limits, $x_\infty, y_\infty, w_\infty, z_\infty, \nabla f_\infty$, we have the fact that $z_\infty$ achieves consensus and reaches the optimal solution of Problem P1. We next discuss the relations between ADD-OPT and DEXTRA.

**ADD-OPT and DEXTRA**

We consider DEXTRA to solve the corresponding distributed optimization problem over directed graphs. It achieves a linear convergence rate given that the objective functions are strongly-convex. At $k$th iteration, each agent $i$ keeps and updates three states, $x_{k,i}$, $y_{k,i}$, and $z_{k,i}$. The iteration, in matrix form, is shown as follow.

\begin{align}
    x_{k+1} &= (I_n + A)x_k - \tilde{A}x_{k-1} - \alpha [\nabla f_k - \nabla f_{k-1}], \\
    y_{k+1} &= Ay_k, \\
    z_{k+1} &= Y^{-1}_{k+1}x_{k+1},
\end{align}

(6.8a)  

(6.8b)  

(6.8c)
where \( \tilde{A} \) is a column-stochastic matrix satisfying that \( \tilde{A} = \theta I_n + (1 - \theta)A \) with any \( \theta \in (0, \frac{1}{2}] \), and all other notations stick to the same definition appeared earlier in the chapter.

By comparing Eqs. (6.5) and (6.8a), (6.4b) and (6.8b), and (6.4c) and (6.8c), it follows that the only difference between ADD-OPT and DEXTRA lies in the weighting matrices used when updating \( x_k \). From DEXTRA to ADD-OPT, we change \( (I_n + A) \) in (6.8a) to \( 2A \) in (6.5), and \( \tilde{A} \) to \( A^2 \), respectively. Mathematically, if \( A = I_n \), the two algorithms become the same. Therefore, ADD-OPT can be regarded as an extended version of DEXTRA, in that we will show later that it has a wider range of step-size compared to DEXTRA, i.e., the greatest lower bound, \( \alpha \), of ADD-OPT’s step-size is zero while that of DEXTRA’s is positive. This also reveals the reason why in DEXTRA we prefer constructing \( A \) to be an extremely diagonal dominant matrix (see Assumption A5(C) in the previous chapter). The more similar \( A \) is to \( I_n \), the closer \( \alpha \) approaches zero. However, in DEXTRA \( \alpha \) can never reach zero since \( A \) can not be the identity, \( I_n \), which otherwise means there is no communication between agents. Therefore, ADD-OPT can not be regarded as a special case of DEXTRA since \( A \neq I_n \). In this chapter, we provide a totally different, but much more compact and elegant proof, compared to DEXTRA’s proof, to show the linear convergence rate of ADD-OPT.

Note that the implementation of Eq. (6.5) requires agents to communicate
with the neighbors of their own neighbors (because of $A^2$), which takes two iterations for each agent. This explains why ADD-OPT needs to keep and update 4 variables, $x_k$, $y_k$, $w_k$, and $z_k$, compared with DEXTRA which only have 3 variables, $x_k$, $y_k$, and $z_k$. It can be considered as a tradeoff of between increasing the step-size range and decreasing the number of variables.

**Interpretation of Algorithms when $\alpha = 0$**

For any gradient-based method, let $\alpha = 0$ is mathematically equivalent to $\nabla f_k = 0_n$ for all $k$, which means all local objective functions are constants. Thus, the methods are simplified to have agents reach consensus only. We now discuss whether DEXTRA can push all agents to consensus if we force the step-size to be zero. Assume that the sequences generated by Eq. (6.8) converge to their limits (not necessarily true), denoted by $x_\infty$, $y_\infty$, $z_\infty$, and $\nabla f_\infty$, respectively. Consider Eq. (6.8a) when $\alpha = 0$,

$$x_{k+1} = (I_n + A)x_k - \tilde{A}x_{k-1}. \quad (6.9)$$

By summing Eq. (6.9) over $k$ from 0 to $\infty$, we obtain that

$$x_\infty = Ax_\infty - \sum_{r=0}^{\infty} (\tilde{A} - A)x_r. \quad (6.10)$$

According to the previous analysis from Eqs. (6.6) to (6.7), we know that in order to reach consensus, i.e., $z_\infty \in \text{span}\{1_n\}$, it is equivalent to satisfy
\( \mathbf{x}_\infty \in \text{span}\{\mathbf{y}_\infty\} \), which results in
\[
\sum_{r=0}^{\infty} (\widetilde{A} - A) \mathbf{x}_r = \mathbf{0}_n. \tag{6.11}
\]

Since \( \mathbf{x}_0 \) is arbitrary, and only \( \mathbf{x}_\infty \) satisfying that \( \mathbf{x}_\infty = A \mathbf{x}_\infty \) or \( (\widetilde{A} - A) \mathbf{x}_\infty = \mathbf{0}_n \), we have that \( \sum_{r=0}^{\infty} (\widetilde{A} - A) \mathbf{x}_r \neq \mathbf{0}_n \). This reaches a contradiction. Therefore, DEXTRA does not push all agents to the consensus when \( \alpha = 0 \).

We now consider the performance of ADD-OPT when \( \alpha = 0 \). We still assume that the sequences generated by Eq. (6.4) converge to their limits (not necessarily true), denoted by \( \mathbf{x}_\infty, \mathbf{y}_\infty, \mathbf{w}_\infty, \mathbf{z}_\infty, \nabla f_\infty \), respectively. In fact, it is straightforward to observe that Eq. (6.4) with having \( \alpha = 0 \) is exactly the push-sum consensus, [66, 67], which push agents to reach average consensus in a directed graph. Therefore, ADD-OPT converges to the optimal solution when \( \alpha = 0 \). To better compare ADD-OPT with DEXTRA, we analyze ADD-OPT using similar derivations for DEXTRA above. By summing up the updates in Eq. (6.5) over \( k \) from 0 to \( \infty \), we obtain that
\[
\mathbf{x}_\infty = A \mathbf{x}_\infty + A (I_n - A) \mathbf{x}_0 - \sum_{r=1}^{\infty} (I_n - A)^2 \mathbf{x}_r, \tag{6.12}
\]
which is sufficient to satisfy that
\[
\sum_{r=1}^{\infty} (A - I_n) \mathbf{x}_r = A \mathbf{x}_0, \tag{6.13}
\]
by considering the condition that \( \mathbf{x}_\infty = A \mathbf{x}_\infty \). Compared Eqs. (6.13) from the derivation of ADD-OPT with (6.11) from DEXTRA, we say that ADD-OPT
works when $\alpha = 0$ because there exists a additional term $Ax_0$. The infinit sum $\sum_{r=1}^{\infty} (A - I_n)x_r$ is accumulated to compensate this initial term $Ax_0$. In the next section, we state the convergence result with appropriate assumptions.

### 6.3 Assumptions and Main Result

With appropriate assumptions, our main result states that ADD-OPT converges to the optimal solution of Problem P1 linearly. We state again that from now on we assume that the states of agents have only one dimension, i.e., $p = 1$, which is without the loss of generality. In this paper, we assume that the agent graph, $G$, is strongly-connected; each local function, $f_i(z)$, is convex and differentiable, and the optimal solution of Problem P1 and the corresponding optimal value exist. Formally, we denote the optimal solution by $z^*$ and optimal value by $f^*$, i.e., $f^* = f(z^*) = \min_{z \in \mathbb{R}} f(z)$. Besides the above assumptions, we formally present assumptions regarding the gradients of objective functions as follows, which is standard for smooth convex functions, [46, 48, 83],

**Assumption A6** (Lipschitz continuous gradients and strong convexity). *Each private function, $f_i$, is differentiable and strongly-convex, and the gradient is Lipschitz continuous, i.e., for any $i$ and $z_1, z_2 \in \mathbb{R}$,*
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(a) there exists a positive constant $l$ such that,

$$\|\nabla f_i(z_1) - \nabla f_i(z_2)\| \leq l\|z_1 - z_2\|;$$

(b) there exists a positive constant $s$ such that,

$$s\|z_1 - z_2\|^2 \leq \langle \nabla f_i(z_1) - \nabla f_i(z_2), z_1 - z_2 \rangle.$$ 

With these assumptions, we are able to present ADD-OPT’s convergence result, the representation of which are based on the following notations. Based on earlier notations, $x_k, w_k,$ and $\nabla f_k,$ we further define $x_k, w_k, z^*, g_k, h_k \in \mathbb{R}^n$ as

\begin{align*}
x_k &= \frac{1}{n}1_n^\top x_k, \quad (6.14) \\
w_k &= \frac{1}{n}1_n^\top w_k, \quad (6.15) \\
z^* &= z^*1_n, \quad (6.16) \\
g_k &= \frac{1}{n}1_n^\top \nabla f_k, \quad (6.17) \\
h_k &= \frac{1}{n}1_n^\top \nabla f(x_k), \quad (6.18)
\end{align*}

where $\nabla f(x_k) = [\nabla f_1(\frac{1}{n}1_n^\top x_k), \ldots, \nabla f_n(\frac{1}{n}1_n^\top x_k)]^\top$. We denote constants $\tau$, $\epsilon$, and $\eta$ as

\begin{align*}
\tau &= \|A - I_n\|, \quad (6.19) \\
\epsilon &= \|I_n - A_\infty\|, \quad (6.20)
\end{align*}
\[ \eta = \max (|1 - \alpha l|, |1 - \alpha s|), \]  
(6.21)

where \( A \) is the column-stochastic weighting matrix used in Eq. (6.4), \( A_\infty = \lim_{k \to \infty} A^k \) represents \( A \)'s limit, \( \alpha \) is the step-size, and \( l \) and \( s \) are respectively the Lipschitz gradient constant and strong-convexity constant in Assumption A6. Let \( Y_\infty \) be the limit of \( Y_k \) in Eq. (6.3),

\[ Y_\infty = \lim_{k \to \infty} Y_k, \]  
(6.22)

and \( y \) and \( y_- \) be the maximum of \( \|Y_k\| \) and \( \|Y_k^{-1}\| \) over \( k \), respectively,

\[ y = \max_k \|Y_k\|, \]  
(6.23)

\[ y_- = \max_k \|Y_k^{-1}\|. \]  
(6.24)

Moreover, we define two constants, \( \sigma \), and, \( \gamma_1 \), through the following two lemmas, which is related to the convergence of \( A \) and \( Y_\infty \). Note that Lemmas 17 and 18 are reformulated with notations introduced above to simplify the proof.

**Lemma 17.** (Nedic et al. [61]) Consider \( Y_k \), generated from the column-stochastic matrix, \( A \), and its limit \( Y_\infty \). There exist \( 0 < \gamma_1 < 1 \) and \( 0 < T < \infty \) such that for all \( k \)

\[ \|Y_k - Y_\infty\| \leq T \gamma_1^k. \]  
(6.25)
Lemma 18. (Olshevsky et al. [olshevsky]) Consider $Y_\infty$ in Eq. (6.22), and $A$ being the column-stochastic matrix used in Eq. (6.4). For any $a \in \mathbb{R}^n$, define $\bar{a} = \frac{1}{n}1_n1_n^T a$. There exist $0 < \sigma < 1$ such that for all $k$

$$\|Aa - Y_\infty \bar{a}\| \leq \sigma \|a - Y_\infty \bar{a}\|.$$  \hspace{1cm} (6.26)

Based on the above notations, we finally denote $t_k, s_k \in \mathbb{R}^3$, and $G, H_k \in \mathbb{R}^{3 \times 3}$ for all $k$ as

$$t_k = \begin{bmatrix} \|x_k - Y_\infty \bar{x}_k\| \\ \|\bar{x}_k - z^*\| \\ \|w_k - Y_\infty \bar{g}_k\| \end{bmatrix}, \quad s_k = \begin{bmatrix} \|x_k\| \\ 0 \\ 0 \end{bmatrix},$$

$$G = \begin{bmatrix} \sigma & 0 & \alpha \\ \alpha(ly_-) & \eta & 0 \\ \epsilon \tau y_- + \alpha(\epsilon^2 yy_-) & \alpha(\epsilon^2 yy_-) & \sigma + \alpha(\epsilon y_-) \end{bmatrix},$$

$$H_k = \begin{bmatrix} 0 & 0 & 0 \\ \alpha ly_- T\gamma_1^k & 0 & 0 \\ (\alpha ly + 2)\epsilon^2 y_+^2 T\gamma_1^k & 0 & 0 \end{bmatrix},$$ \hspace{1cm} (6.27)

We now state the key relation in this chapter.

Theorem 5. Let Assumption 6.2 holds. The following inequality holds for all $k \geq 1$,

$$t_k \leq Gt_{k-1} + H_{k-1}s_{k-1}.$$ \hspace{1cm} (6.28)
Proof. See the section of convergence analysis.

Eq. (6.28) in Theorem 5 is the key relation of this paper. We leave the complete proof in later sections, with the help of several auxiliary relations. Note that Eq. (6.28) provides a linear iterative relation between $t_k$ and $t_{k-1}$ with matrix $G$ and $H_k$. Thus, the convergence of $t_k$ is fully determined by $G$ and $H_k$. More specifically, if we want to prove a linear convergence rate of $\|t_k\|$ to zero, it is sufficient to show that $\rho(G) < 1$, where $\rho(\cdot)$ denotes the spectral radius, as well as the linear decaying of $H_k$, which is straightforward since $0 < \gamma_1 < 1$. In Lemma 19, we first show that with appropriate step-size, the spectral radius of $G$ is less than 1. Following Lemma 19, we show the linear convergence rate of $G^k$ and $H_k$ in Lemma 20.

Lemma 19. Consider the matrix, $G_\alpha$, defined in Eq. (6.27) as a function of the step-size, $\alpha$. It follows that $\rho(G_\alpha) < 1$ if the step-size, $\alpha \in (0, \bar{\alpha})$, where

$$\bar{\alpha} = \frac{(\epsilon \tau s)^2 + 4\epsilon y(l + s)s(1 - \sigma)^2 - \epsilon \tau s}{2\epsilon lyy_-(l + s)}.$$  

Proof. It is easy to verify that $\bar{\alpha} \leq \frac{4\epsilon y(l + s)s(1 - \sigma)^2}{2\epsilon lyy_-(l + s)} < \frac{1}{l}$. As a result, we have $\eta = 1 - \alpha s$. When $\alpha = 0$, we have that

$$G_0 = \begin{bmatrix} \sigma & 0 & 0 \\ 0 & 1 & 0 \\ \epsilon \tau y_0 & 0 & \sigma \end{bmatrix},$$  

(6.30)
the eigenvalues of which are $\sigma$, $\sigma$, and 1. Therefore, $\rho(G_0) = 1$, where $\rho(\cdot)$ denotes the spectral radius. We now consider how the eigenvalue 1 is changed if we slightly increase $\alpha$ from 0. We denote $\mathcal{P}_{G_\alpha}(q) = \det(qI_n - G_\alpha)$ the characteristic polynomial of $G_\alpha$. By letting $\det(qI_n - G_\alpha) = 0$, we get the following equation.

$$
((q - \sigma)^2 - \alpha \epsilon y_-(q - \sigma))(q - 1 + \alpha s) - \alpha^3 l^2 \epsilon y y_-^2
$$

$$
-\alpha(q - 1 + \alpha s)(\epsilon \tau y_- + \alpha(\epsilon l y y_-^2)) = 0. 
$$

(6.31)

Since we have already shown that 1 is one of the eigenvalues of $G_0$, Eq. (6.31) is valid when $q = 1$ and $\alpha = 0$. Take the derivative on both sides of Eq. (6.31), and let $q = 1$ and $\alpha = 0$, we obtain that $\frac{dq}{d\alpha}|_{\alpha=0,q=1} = -s < 0$. This is saying that when $\alpha$ increases from 0 slightly, $\rho(G_\alpha)$ will decrease first.

We now calculate all possible values of $\alpha$ for $\lambda(G_\alpha) = 1$. Let $q = 1$ in Eq. (6.31), and solve the step-size, $\alpha$, we obtain that, $\alpha_1 = 0$, $\alpha_2 < 0$, and

$$
\alpha_3 = \overline{\alpha} = \sqrt{\left(\epsilon \tau s\right)^2 + 4\epsilon y(l + s)s(1 - \sigma)^2 - \epsilon \tau s} \\
2\epsilon y y_-(l + s).
$$

Since there is no other value of $\alpha$ for $\lambda(G_\alpha) = 1$, we know that all eigenvalues of $G_\alpha$ is less than 1 for $\alpha \in (0, \overline{\alpha})$ by considering the fact that eigenvalues are continuous functions of matrix. Therefore, $\rho(G_\alpha) < 1$ when $\alpha \in (0, \overline{\alpha})$. \hfill \Box

**Lemma 20.** With the step-size, $\alpha \in (0, \overline{\alpha})$, where $\overline{\alpha}$ is defined in Eq. (6.29), the following statements hold for all $k$,
(a) there exist \( 0 < \gamma_1 < 1 \) and \( 0 < \Gamma_1 < \infty \), where \( \gamma_1 \) is defined in Eq. (6.25), such that
\[
\|H_k\| = \Gamma_1 \gamma_1^k;
\]
(b) there exist \( 0 < \gamma_2 < 1 \) and \( 0 < \Gamma_2 < \infty \), such that
\[
\|G^k\| \leq \Gamma_2 \gamma_2^k;
\]
(c) there exist \( \gamma = \max\{\gamma_1, \gamma_2\} \) and \( \Gamma = \Gamma_1 \Gamma_2 / \gamma \), such that for all \( 0 \leq r \leq k \),
\[
\|G^{k-r-1}H_r\| \leq \Gamma \gamma^k.
\]

Proof. (a). This is easy to verify according to Eq. (6.27), and by letting
\[
\Gamma_1 = l y_T \sqrt{\alpha^2 + (a ly + 2)^2 \epsilon^2 y^{-2}}.
\]
(b). We represent \( G^k \) in the Jordan canonical form as \( G^k = PJ^kQ \). According to Lemma 19, we have that all diagonal entries in \( J \) are smaller than one. Therefore, there exist \( 0 < \Gamma_2 < \infty \) and \( 0 < \gamma_2 < 1 \), such that
\[
\|G^k\| \leq \|P\| \|Q\| \|J^k\| \leq \Gamma_2 \gamma_2^k.
\]

(c). The proof of (c) is achieved by combining (a) and (b). \( \Box \)

We now present the main result of this paper in Theorem 6, which shows the linear convergence rate of ADD-OPT.
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Theorem 6. Let Assumption 6.2 holds. With the step-size, $\alpha \in (0, \bar{\alpha})$, where $\bar{\alpha}$ is defined in Eq. (6.29), the sequence, $\{z_k\}$, generated by ADD-OPT, converges exactly to the optimal solution, $z^*$, at a linear rate, i.e., there exist some bounded constants $M > 0$ and $\gamma < \mu < 1$, where $\gamma$ is used in Lemma 20(c), such that for any $k$,

$$\|z_k - z^*\| \leq M\mu^k. \quad (6.33)$$

Proof. We write Eq. (6.28) recursively, which results

$$t_k \leq G^k t_0 + \sum_{r=0}^{k-1} G^{k-r-1} H_r s_r. \quad (6.34)$$

By taking the norm on both sides of Eq. (6.34), and considering Lemma 20, we obtain that

$$\|t_k\| \leq \|G^k\| \|t_0\| + \sum_{r=0}^{k-1} \|G^{k-r-1} H_r\| \|s_r\|$$

$$\leq \Gamma \gamma / \|t_0\| + \sum_{r=0}^{k-1} \Gamma \gamma \|s_r\|, \quad (6.35)$$

in which we can bound $\|s_r\|$ as

$$\|s_r\| \leq \|x_r - Y_\infty x_r\| + \|Y_\infty\| \|x_r - z^*\| + \|Y_\infty\| \|z^*\|$$

$$\leq (1 + y) \|t_r\| + y \|z^*\|. \quad (6.36)$$

Therefore, we have that for all $k$

$$\|t_k\| \leq \left(\Gamma \gamma / \|t_0\| + \Gamma (1 + y) \sum_{r=0}^{k-1} \|t_r\| + \Gamma y k \|z^*\|\right) \gamma^k. \quad (6.37)$$
Our first step is to show that $\|t_k\|$ is bounded for all $k$. It is true that there exists some bounded $K > 0$ such that for all $k > K$ it satisfies that

$$(\Gamma_2 + \Gamma(1 + 2y)k) \gamma^k \leq 1. \quad (6.38)$$

Define $\Phi = \max_{0 \leq k \leq K} (\|t_k\|, \|z^*\|)$, which is bounded since $K$ is bounded. It is true that $\|t_k\| \leq \Phi$ for $0 \leq k \leq K$. Consider the case when $k = K + 1$. By combining Eqs. (6.37) and (6.38), we have that

$$\|t_{K+1}\| \leq \Phi \left(\Gamma_2 + \Gamma(1 + 2y)(K + 1)\right) \gamma^{K+1} \leq \Phi. \quad (6.39)$$

We repeat the procedures to show that $\|t_k\| \leq \Phi$ for all $k$.

The next step is to show that $\|t_k\|$ decays linearly. For any $\mu$ satisfying $\gamma < \mu < 1$, there exist a constant $U$ such that $(\frac{\mu}{\gamma})^k > \frac{k}{U}$ for all $k$. Therefore, by bounding all $\|t_k\|$ and $\|z^*\|$ by $\Phi$ in Eq. (6.37), we obtain that for all $k$

$$\|t_k\| \leq \Phi \left(\Gamma_2 + \Gamma(1 + 2y)k\right) \gamma^k \leq \Phi \left(\Gamma_2 + \Gamma(1 + 2y)U \frac{k}{U} \left(\frac{\gamma}{\mu}\right)^k\right) \mu^k \leq \Phi \left(\Gamma_2 + \Gamma(1 + 2y)U\right) \mu^k. \quad (6.40)$$

It follows that $\|z_k - z^*\|$ and $\|t_k\|$ satisfy the relation that

$$\|z_k - z^*\| \leq \left\|Y_k^{-1} x_k - Y_k^{-1} Y_\infty \bar{x}_k\right\| + \left\|Y_k^{-1} Y_\infty z^* - z^*\right\| + \left\|Y_k^{-1} Y_\infty \bar{x}_k - Y_k^{-1} Y_\infty z^*\right\| 
\leq y_-(1 + y) \|t_k\| + y_- T \gamma_1^k \|z^*\|, \quad (6.41)$$
where in the second inequality we use the relation $\|Y_k^{-1} Y_{\infty} - I_n\| \leq \|Y_k^{-1}\| \|Y_{\infty} - Y_k\| \leq y - T \gamma_k^t$ achieved from Eq. (6.25). By combining Eqs. (6.40) and (6.41), we obtain that

$$\|z_k - z^*\| \leq y - \Phi \left[(1 + y) \left(\Gamma_2 + \Gamma(1 + 2y)U\right) + T\right] \mu_k.$$

The desired result is obtained by letting $M = y - \Phi \left[(1 + y) \left(\Gamma_2 + \Gamma(1 + 2y)U\right) + T\right]$.

**Theorem 6** shows the linear convergence rate of ADD-OPT. In next two sections, we prove Theorem 5 with the help of some auxiliary relations.

### 6.4 Auxiliary Relations

We provide several basic relations in this section, which will help the proof of Theorem 5. Lemma 21 derives iterative equations that govern the average sequence $x_k$ and $w_k$. Lemma 22 gives inequalities that are direct consequences of Eq. (6.25). Lemma 23 can be found in standard optimization literature, [91]. It states that if we perform a gradient descent step with a fixed step-size for a strongly convex and smooth function, then the distance to optimizer shrinks by at least a fixed ratio.

**Lemma 21.** The following equations hold for all $k$,

(a) $\overline{w}_k = g_k$;
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(b) \( \overline{x}_{k+1} = \overline{x}_k - \alpha g_k \).

Proof. Since \( A \) is column-stochastic, satisfying \( 1_n^T A = 1_n^T \), we obtain that

\[
\overline{w}_k = \frac{1}{n} 1_n 1_n^T (A\overline{w}_{k-1} + \nabla f_k - \nabla f_{k-1}) \\
= \overline{w}_{k-1} + g_k - g_{k-1}.
\]

Do this recursively, and we have that

\[
\overline{w}_k = \overline{w}_0 + g_k - g_0.
\]

Recall that we have the initial condition that \( \overline{w}_0 = \nabla f_0 \), which is equivalently to \( \overline{w}_0 = g_k \). Hence, we achieve the result of (a). The proof of (b) follows the following derivation,

\[
\overline{x}_{k+1} = \frac{1}{n} 1_n 1_n^T (A\overline{x}_k - \alpha \overline{w}_k) \\
= \overline{x}_k - \alpha \overline{w}_k, \\
= \overline{x}_k - \alpha g_k,
\]

where the last equation use result of (a). The proof is done. \(\square\)

Lemma 22. The following inequalities hold for all \( k \geq 1 \),

(a) \( \| Y_N^{-1} Y_\infty - I_n \| \leq y_{-T\gamma_1}^{k-1} \);

(b) \( \| Y_N^{-1} - Y_{N-1}^{-1} \| \leq 2y_{-T\gamma_1}^{k-1} \).
Proof. By considering Eq. (6.25), it follows that

$$\|Y_{k-1}Y_{\infty} - I_n\| \leq \|Y_{k-1}\| \|Y_{\infty} - Y_{k-1}\| \leq y_T \gamma_1^{k-1};$$

The proof of (b) follows

$$\|Y_{k}^{-1} - Y_{k-1}^{-1}\| \leq \|Y_{k-1}^{-1}\| \|Y_{k-1} - Y_{k}\| \|Y_{k}^{-1}\|$$

$$\leq 2y_T^2 \gamma_1^{k-1}.$$

This finishes the proof.

Lemma 23. Let Assumption A6 hold for the objective function, $f(z)$, in $P1$, and $s$ and $l$ are the strong-convexity constant and Lipschitz continuous gradient constant, respectively. For any $z \in \mathbb{R}$, define $z_+ = z - \alpha \nabla f(z)$, where $0 < \alpha < \frac{2}{l}$. Then

$$\|z_+ - z^*\| \leq \eta \|z - z^*\|,$$

where $\eta = \max (|1 - \alpha l|, |1 - \alpha s|)$.

6.5 Convergence Analysis

The proof of Theorem 5 is provided in this section. We will bound $\|x_k - Y_{\infty}x_k\|$, $\|x_k - z^*\|$, and $\|w_k - Y_{\infty}g_k\|$ by the linear combinations of their past values, i.e., $\|x_{k-1} - Y_{\infty}x_{k-1}\|$, $\|x_{k-1} - z^*\|$, and $\|w_{k-1} - Y_{\infty}g_{k-1}\|$, as well as $\|x_{k-1}\|$. The coefficients will be shown to be the entries of $G$ and $H_{k-1}$.
**Step 1:** Bound $\|x_k - Y_\infty x_k\|$.

According to Eq. (6.4a) and Lemma 21(b), we obtain that

$$\|x_k - Y_\infty x_k\| \leq \|Ax_{k-1} - Y_\infty \bar{x}_{k-1}\| + \alpha \|w_{k-1} - Y_\infty g_{k-1}\|.$$  \hfill (6.42)

Note that $\|Ax_{k-1} - Y_\infty \bar{x}_{k-1}\| \leq \sigma \|x_{k-1} - Y_\infty \bar{x}_{k-1}\|$ from Eq. (6.26), we have

$$\|x_k - Y_\infty \bar{x}_k\| \leq \sigma \|x_{k-1} - Y_\infty \bar{x}_{k-1}\| + \alpha \|w_{k-1} - Y_\infty g_{k-1}\|.$$  \hfill (6.43)

**Step 2:** Bound $\|\bar{x}_k - z^*\|$.

By considering Lemma 21(b), we obtain that

$$\bar{x}_k = [\bar{x}_{k-1} - \alpha \bar{h}_{k-1}] - \alpha [g_{k-1} - h_{k-1}].$$  \hfill (6.44)

Let $x_+ = \bar{x}_{k-1} - \alpha h_{k-1}$, which is performing a (centralized) gradient descent to minimize the objective function in Problem P1. Therefore, we have that, according to Lemma 23,

$$\|x_+ - z^*\| \leq \eta \|\bar{x}_{k-1} - z^*\|.$$  \hfill (6.45)

By applying the Lipschitz continuous gradient assumption, Assumption 6.2(a), we obtain

$$\|g_{k-1} - h_{k-1}\| \leq \|\frac{1}{n} 1_n 1_n^\top\| l \|z_{k-1} - \bar{x}_{k-1}\|.$$  \hfill (6.46)

Therefore, it follows that

$$\|\bar{x}_k - z^*\| \leq \|x_+ - z^*\| + \alpha \|g_{k-1} - h_{k-1}\|$$
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\[ \leq \eta \| \overline{x}_{k-1} - z^* \| + \alpha l \| z_{k-1} - \overline{x}_{k-1} \|. \quad (6.47) \]

Notice by Eq. (6.4c) and Lemma 22(a), it follows that

\[ \| z_{k-1} - \overline{x}_{k-1} \| \leq \| Y_{k-1}^{-1} (x_{k-1} - Y_\infty \overline{x}_{k-1}) \| + \| (Y_{k-1}^{-1} Y_\infty - I_n) \overline{x}_{k-1} \| \\
\leq y_- \| x_{k-1} - Y_\infty \overline{x}_{k-1} \| + y_- T \gamma_1^{k-1} \| x_{k-1} \|, \quad (6.48) \]

where in the second inequality we also make use of the relation \( \| \overline{x}_{k-1} \| \leq \| x_{k-1} \| \). By substituting Eq. (6.48) into Eq. (6.47), we obtain that

\[ \| x_k - z^* \| \leq \alpha y_- \| x_{k-1} - Y_\infty \overline{x}_{k-1} \| + \eta \| x_{k-1} - z^* \| \\
+ \alpha y_- T \gamma_1^{k-1} \| x_{k-1} \|. \quad (6.49) \]

**Step 3:** Bound \( \| w_k - Y_\infty g_k \| \).

According to Eq. (6.4d), we have

\[ \| w_k - Y_\infty g_k \| \leq \| A w_{k-1} - Y_\infty g_{k-1} \| + \| (\nabla f_k - \nabla f_{k-1}) - (Y_\infty g_k - Y_\infty g_{k-1}) \|. \]

With Lemma 21(a) and Eq. (6.26), we obtain that

\[ \| A w_{k-1} - Y_\infty g_{k-1} \| = \| A w_{k-1} - Y_\infty \overline{w}_{k-1} \| \\
\leq \sigma \| w_{k-1} - Y_\infty \overline{w}_{k-1} \|. \quad (6.50) \]

It follows from the definition of \( g_k \) that

\[ \| (\nabla f_k - \nabla f_{k-1}) - (Y_\infty g_k - Y_\infty g_{k-1}) \| = \| \left( I_n - \frac{1}{n} Y_\infty 1_n 1_n^T \right) (\nabla f_k - \nabla f_{k-1}) \|. \quad (6.51) \]
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Since $\frac{1}{n}Y_{\infty}1_n1_n^T = A_{\infty}$, where $A_{\infty} = \lim_{k \to \infty} A^k$, we obtain that

$$\|(\nabla f_k - \nabla f_{k-1}) - (Y_{\infty}g_k - Y_{\infty}g_{k-1})\| \leq \epsilon l \|z_k - z_{k-1}\|,$$

where in the preceding relation we use the Lipschitz continuous gradient assumption, Assumption A6(a). Therefore, we have

$$\|w_k - Y_{\infty}g_k\| \leq \sigma \|w_{k-1} - Y_{\infty}g_{k-1}\| + \epsilon l \|z_k - z_{k-1}\|. \quad (6.52)$$

We now bound $\|z_k - z_{k-1}\|$. Note that

$$\|h_{k-1}\| = \left\| \frac{1}{n}1_n1_n^T \nabla f(x_{k-1}) \right\| \leq l \|x_{k-1} - z^*\|. \quad (6.53)$$

As a result, we have

$$\|Y_{k-1}w_{k-1}\| \leq \|Y_{k-1}(w_{k-1} - Y_{\infty}g_{k-1})\| + \|Y_{k-1}Y_{\infty}h_{k-1}\|
+ \|Y_{k-1}Y_{\infty}(g_{k-1} - h_{k-1})\|
\leq y_+ \|w_{k-1} - Y_{\infty}g_{k-1}\| + y_+y_+l \|x_{k-1} - z^*\| + y_+y_+l \|z_{k-1} - x_{k-1}\|
\leq y_+ \|w_{k-1} - Y_{\infty}g_{k-1}\| + y_+y_+l \|x_{k-1} - z^*\| + y_+^2y_+l \|x_{k-1} - Y_{\infty}x_{k-1}\|
+ y_+^2y_+l T\gamma_1^{k-1} \|x_{k-1}\|, \quad (6.54)$$

where the last inequality is valid by considering Eq. (6.48). With the upper bound of $\|Y_{k-1}w_{k-1}\|$ provided in the preceding relation and note that $(A - I_n)Y_{\infty}x_{k-1} = 0_n$, we can bound $\|z_k - z_{k-1}\|$ as follow.

$$\|z_k - z_{k-1}\| \leq \|Y_{k-1}(x_k - x_{k-1})\| + \|(Y_{k-1} - Y_{k-1}^{-1}) x_{k-1}\|$$
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\[ \leq \| Y_k^{-1} (A - I_n) x_{k-1} \| + \alpha \| Y_k^{-1} w_{k-1} \| + \| Y_k^{-1} - Y_{k-1}^{-1} \| \| x_{k-1} \| \]

\[ \leq (y - \tau + \alpha y^2_\tau) \| x_{k-1} - Y_\infty \bar{x}_{k-1} \| + \alpha y_- \| w_{k-1} - Y_\infty g_{k-1} \| \]

\[ + \alpha y_- \| \bar{x}_{k-1} - z^* \| + (\alpha y_\tau + 2) y_\tau^2 T \gamma_1^{k-1} \| x_{k-1} \|. \quad (6.55) \]

By substituting Eq. (6.55) in Eq. (6.52), we obtain that

\[ \| w_k - Y_\infty g_k \| \leq (\epsilon \tau \tau_- + \alpha \epsilon \ell^2 y_- y^2_\tau) \| x_{k-1} - Y_\infty \bar{x}_{k-1} \| + \alpha \epsilon \ell^2 y_- \| \bar{x}_{k-1} - z^* \| \]

\[ + (\sigma + \alpha \epsilon y_-) \| w_{k-1} - Y_\infty g_{k-1} \| + (\alpha y_\tau + 2) \epsilon_\tau y^2_\tau T \gamma_1^{k-1} \| x_{k-1} \|. \quad (6.56) \]

**Step 4:** By combining Eqs. (6.43) in step 1, (6.49) in step 2, and (6.56) in step 3, we complete the proof.

### 6.6 Numerical Experiments

In this section, we compare the performances of algorithms solving the distributed consensus optimization problem over directed graphs, including ADD-OPT, DEXTRA [83], Gradient-Push [61], Directed-Distributed Subgradient Descent [79], and the Weighting Balancing-Distributed Gradient Descent [74].

Our numerical experiments are based on the distributed logistic regression problem over a directed graph:

\[ z^* = \arg \min_{z \in \mathbb{R}^p} \frac{\beta}{2} \| z \|^2 + \sum_{i=1}^n \sum_{j=1}^{m_i} \ln \left( 1 + \exp \left( - (c_{ij}^T z) b_{ij} \right) \right), \]
where for any agent $i$, it is accessible to $m_i$ training examples, $(c_{ij}, b_{ij}) \in \mathbb{R}^p \times \{-1, +1\}$, where $c_{ij}$ includes the $p$ features of the $j$th training example of agent $i$, and $b_{ij}$ is the corresponding label. This problem can be formulated in the form of P1 with the private objective function $f_i$ being

$$f_i = \frac{\beta}{2n} \|z\|^2 + \sum_{j=1}^{m_i} \ln \left[ 1 + \exp \left( - (c_{ij}^\top z) b_{ij} \right) \right].$$

In our setting, we have $n = 10$, $m_i = 10$, for all $i$, and $p = 3$. The network topology is described in Fig. 6.1.

In the implementation of algorithms, we apply to all algorithms the local degree weighting strategy, i.e., to assign each agent itself and its out-neighbors equal weights according to the agent’s own out-degree.

![Figure 6.1: A strongly-connected directed network.](image)

In our first experiment, we compare the convergence rates between ADD-OPT and other methods that designed for directed graphs. we apply the same
local degree weighting strategy to all methods. The step-size used in Gradient-Push, Directed-Distributed Subgradient Descent, and WeightingBalancing-Distributed Gradient Descent is $\alpha_k = 1/\sqrt{k}$. The constant step-size used in DEXTRA and ADD-OPT is $\alpha = 1$. It can be found that ADD-OPT and DEXTRA has a fast linear convergence rate, while other methods are sublinear. The convergence rate performances between different algorithms are found in Fig. 6.2.

![Graph showing convergence rates between optimization methods for directed networks.](image)

Figure 6.2: Convergence rates between optimization methods for directed networks.

The second experiment compares ADD-OPT and DEXTRA in terms of their step-size ranges. We stick to the same local degree weighting strategy...
for both ADD-OPT and DEXTRA. It is shown in Fig. 6.3 that the greatest lower bound of DEXTRA is round $\alpha = 0.2$. Since the value of $\alpha$ requires the global knowledge, it is hard for agents to estimate this value in the distributed implementation. Once agents pick some value for $\alpha < 0.2$, DEXTRA diverges. In contrast, agents that implementing ADD-OPT can pick whatever small values to ensure the convergence.

![Figure 6.3: Comparison between ADD-OPT and DEXTRA in terms of step-size ranges.](image)

According to the setting, we can calculate that $\tau = 1.25$, $\epsilon = 1.11$, $y = 1.96$, $y_- = 2.2$, and $l = 1$. It is also satisfied that $\sigma < 1$. Therefore, we can estimate $\bar{\alpha} < \frac{\sqrt{57}}{9.57} = 0.3$. It can be found in Fig. 6.4 that the practical upper bound of
step-size is much bigger, i.e., $\bar{\alpha} = 1.12$. In the implementation of ADD-OPT when we are trying to estimate $\bar{\alpha}$, we set $\bar{\alpha} \approx \frac{1}{10l}$ assuming that $l$ is not a global knowledge. This is an experienced estimation. Finally, we also show the relation between convergence speed and step-size does not simply satisfy any linear function. This can be found in Fig. 6.4.

![Figure 6.4: The range of ADD-OPT 's step-size.](image)

### 6.7 Conclusions

In this chapter, we focus on solving the distributed consensus optimization problem over directed graphs. The proposed algorithm, termed ADD-OPT,
can be viewed as an improvement of our recent work, DEXTRA. ADD-OPT converges at a linear rate $O(\mu^k)$ for $0 < \mu < 1$ given the assumption that the objective functions are strongly-convex, where $k$ is the number of iterations. Compared to DEXTRA, ADD-OPT owns a wider and more realistic range of step-size for the convergence. In particular, the greatest lower bound of DEXTRA’s step-size is strictly greater than zero while that of ADD-OPT’s equals exactly to zero. This guarantees the convergence of ADD-OPT in the distributed implementation as long as agents picking some small step-size. Therefore, ADD-OPT is more reliable in distributed setting. We provide a much more compact proof compared with DEXTRA to show the linear convergence rate of ADD-OPT. Simulation examples further illustrate the improvements.
Chapter 7

Epilogue

In this chapter, we conclude our contribution, and discuss some possible directions for future work.

In this thesis, we focus on solving optimization problems where information is distributed over multi-agents networks. Each agent in the network owns local information that is private. They cooperatively solve a global optimization problem through local computations and information exchange over the network. In particular, we consider the problem of minimizing a sum of objectives, \( \sum_{i=1}^{n} f_i(x) \), where \( f_i : \mathbb{R}^p \rightarrow \mathbb{R} \) is a private objective function at the \( i \)th agent of the network. Existing distributed methods mostly deal with this class of problem under the assumption that the multi-agents network is strongly-connected and undirected, i.e., if agent \( i \) can send information to agent \( j \), then agent \( j \) can also send information to agent \( i \). We relax the assumption
of network topologies to directed networks. The main contribution of this work lies in that we propose four algorithms, Directed-Distributed Subgradient Descent (D-DSD), Directed-Distributed Projection Subgradient (D-DPS), DEXTRA, and ADD-OPT to overcome the challenges. We now summarize each algorithm in the following.

- **Directed-Distributed Subgradient Descent (D-DSD):** D-DSD is a subgradient based method that combines surplus-consensus techniques and DGD [37] to minimize the sum of local objective functions when the network topology among agents is described by a directed graph. It converges to the optimal solution in nonsmooth convex optimization, i.e., the local objective functions are convex, but not necessary to be differentiable. It can shown that D-DSD converges at a rate of $O\left(\frac{\ln k}{\sqrt{k}}\right)$, where $k$ is the number of iterations.

- **Directed-Distributed Projection Subgradient (D-DPS):** D-DPS solves the distributed optimization problem over directed networks with an additional constrained set. It can be viewed as a generalization of D-DSD when the constrained set changes from $\mathbb{R}^p$, meaning no constraint, to a convex constrained set, $\mathcal{X} \subseteq \mathbb{R}^p$. Same as D-DSD, D-DPS converges to the optimal solution in nonsmooth convex optimization, i.e., the local objective functions in the problem are convex, but not necessary to be
differentiable. The convergence rate is $O\left(\frac{\ln k}{\sqrt{k}}\right)$, where $k$ is the number of iterations.

- **DEXTRA**: DEXTRA harness the smoothness to obtain a fast convergence rate. In other words, DEXTRA converges to the optimal solution in smooth convex optimization, i.e., the local objective functions are convex and differentiable. We show that, with the appropriate step-size, DEXTRA converges at a linear rate $O(\tau^k)$ for $0 < \tau < 1$, given that the objective functions are restricted strongly-convex.

- **ADD-OPT**: ADD-OPT is the other algorithm that solves the distributed smooth optimization problem over directed networks. Same as EXTRA, it achieves the best known rate of convergence for this class of problems, $O(\mu^k)$ for $0 < \mu < 1$ given that the objective functions are strongly-convex, where $k$ is the number of iterations. Compared with DEXTRA, ADD-OPT supports a wider and more realistic range of step-size. In particular, the greatest lower bound of DEXTRA’s step-size is strictly greater than zero while that of ADD-OPT’s equals exactly to zero.

In the analysis of D-DSD, we stick to the setting of static directed networks. Although we do not pursue this in this thesis, D-DSD can be generalized to work over time-varying directed graphs. Numerical experiments illustrate this
findings. Extending the analysis to the case of time-varying directed graphs would be important directions for future work.
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