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Abstract 
 
     Circadian rhythms are ubiquitous throughout nature. The molecular oscillators that 

generate these rhythms are components of nearly every part of biological life. While 

neuronal circadian circuitry is well studied, knowledge about the contribution of glial 

cells is currently limited. Recent studies in Drosophila and rodents have identified 

astrocytes as particularly important components of circadian rhythms. Manipulations of 

clock genes, calcium signaling, glutamate signaling, and vesicle secretion in astrocytes 

resulted in abnormal circadian behavior. While we now know that astrocytes are 

important for maintaining circadian rhythms, many questions remain about how these 

cells interact with circadian circuitry. Given that we know astrocytes communicate with 

neurons to regulate behavior, I focused my studies on identifying the signals used by 

these cells.  

     My thesis describes two approaches towards identifying glial components important 

for behavioral rhythmicity. First, I describe a genome-wide microRNA (miRNA)-based 

screen to identify brain glial cell processes required for circadian behavior. To identify 

glial miRNAs that regulate circadian rhythmicity, I employed a collection of “miR-

sponges” to inhibit miRNA function in a glia-specific manner. My initial screen 

identified 20 glial miRNAs that regulate circadian behavior. I studied two miRNAs – 

miR-263b and miR-274 – in detail and found that both function in adult astrocytes to 

regulate behavior. Astrocyte-specific inhibition of miR-263b or miR-274 in adults 

acutely impairs circadian locomotor activity rhythms with no apparent effect on glial or 

clock cell viability. To identify potential RNA targets of miR-263b and miR-274, I 

screened 35 predicted miRNA targets, employing RNAi directed against each target. I 
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found that glial knockdown of two putative miR-274 targets – CG4328 and MESK2 – 

resulted in significantly decreased rhythmicity. Homology of the miR-274 targets to 

mammalian counterparts suggests mechanisms that might be relevant for the glial 

regulation of rhythmicity.  

     A second approach to understanding glial functions utilized cell type-specific profiling 

of fly astrocytes to identify RNAs showing circadian changes in abundance. I used a 

tagged ribosomal subunit to affinity purify RNA collected from astrocytes across two 

days for RNA-sequencing. Dr. Amy Yu performed the initial processing of the 

sequencing data. I then performed qualitative analysis of the results. 724 RNAs were 

found to exhibit circadian changes in abundance. Of those cycling genes, 576 were 

determined to be high-confidence astrocyte genes. I confirmed the list included cycling of 

core clock genes and known astrocyte genes. I performed gene ontology analysis to 

identify overrepresented categories of biological processes and cellular components. 

Among the overrepresented biological processes were multiple development related 

processes along with the category of circadian rhythm. Using the FlyBase annotations, I 

identified a number of genes with circadian or transmitter-related signaling functions. 

The largest categories of cellular components were ATP binding and structural 

components of ribosomes. In looking at the overall landscape of astrocyte protein 

synthesis, I observed two major phases of translation throughout the day, similar to a 

previous gene profiling study on clock cells.  

     Together, these studies add to our knowledge of glial functions in regulating circadian 

behavior. Insights into how glial cells interact with neurons to modulate behavior 

advance our understanding of pathologies that may result from glial dysfunction.	  



	 iv	

Acknowledgements 

     Graduate school can be an isolating place, but my lab home was always supportive. 

First and foremost, I need to thank Rob Jackson for the relentless optimism that fueled 

my time in graduate school. He is the best mentor I could hope for and I am a better 

writer and scientist due to his influence. Beyond the lab, I will forever treasure the many 

hours we spent discussing politics and current events. I thank Mary Roberts for all the 

technical help over the years. I thank Amy Yu for being my RNA-seq wizard, explaining 

scary things about planes to me, and listening to my various rants. Also, thanks to Lauren 

Crowe, Fanny Ng, Sukanya Sengupta and Yanmei Huang for sharing their knowledge 

and expertise. Thanks to Michele Jacob, Leon Reijmers and Chris Dulla for serving on 

my committee and providing scientific support and guidance. Thanks to the CNR and 

administrative staff for all the random help along the way. 

     I am blessed with great friends and family who have listened to the ups and downs of 

all my experiments. Thanks to Driss Zoukhri who first taught me to be a scientist and 

then became my friend. Two Jennifers (Jenny Sasaki-Russell and Jen Shih) made 

graduate school fun and full of delicious food. Extra thanks to Jenny for sending pictures 

of her daughter for spontaneous happiness and to Jen for teaching me how to use the 

automatic table of contents in Word. Thanks to the members and associates of the “Got 

Wood Inc.” fantasy football league for all the support, distraction and Bud Light over the 

years. Thanks to Liv Bordiuk for always indulging my argumentative side and for the 

decades of encouragement in making my way through life. Thanks to Hillary 

Borcherding for always being there or anywhere for me without fail, and often without 



	 v	

me even asking. Both Liv and Hillary are family and I could not get anything done 

without both. 

     Finally, thank you to Shay Karim for being my partner in life. Whether it’s cooking, 

giving me things to clean, our dog, vitamin gummies, or surrounding me with soothing 

colors, she is relentless in her support and patience. Shay, I don’t think you quite knew 

what we were both signing up for when I said I was going to go to graduate school, but I 

am lucky to have had you every step of the way.   



	 vi	

Table of Contents 

Title	Page	............................................................................................................................................................	i	

Abstract	..............................................................................................................................................................	ii	
Acknowledgements	.....................................................................................................................................	iv	

Table	of	Contents	..........................................................................................................................................	vi	

List	of	Tables	................................................................................................................................................	viii	
List	of	Figures	.................................................................................................................................................	ix	

List	of	Abbreviations	....................................................................................................................................	x	
Chapter	1:	Introduction	..............................................................................................................................	1	
1.1	Circadian	rhythms	..............................................................................................................................................	1	
1.1.1	Molecular	clocks	.........................................................................................................................................	4	
1.1.2	Neuronal	pacemakers	.............................................................................................................................	8	
1.1.3	Clocks	and	diseases	...............................................................................................................................	10	

1.2.	Glia	..........................................................................................................................................................................	13	
1.2.1	Astrocyte	signaling	................................................................................................................................	13	
1.2.2	Glia	and	circadian	rhythms................................................................................................................	16	

1.3.	Identification	of	glial	signaling	components	.....................................................................................	18	
1.3.1	miRNA	biogenesis	..................................................................................................................................	19	
1.3.2	miRNAs	and	circadian	rhythms	......................................................................................................	20	
1.3.3	Studying	miRNAs	in	vivo	....................................................................................................................	24	
1.3.4	Gene	expression	profiling	and	circadian	rhythms	................................................................	25	
1.3.5	Summary	.....................................................................................................................................................	26	

Chapter	2:	Materials	and	Methods	.....................................................................................................	27	
2.1.	miRNA	Experiments	......................................................................................................................................	27	
2.1.1	Fly	Strains	and	Maintenance.............................................................................................................	27	
2.1.2	Collection	of	locomotor	activity	and	data	analysis	...............................................................	27	
2.1.3	Immunohistochemistry	and	image	analysis	.............................................................................	28	
2.1.4	Quantification	of	MESK2	RNA	abundance	.................................................................................	30	

2.2.	TRAP	experiments	..........................................................................................................................................	30	
2.2.1	Fly	strains	and	maintenance	.............................................................................................................	30	
2.2.2	Purification	and	isolation	of	ribosome-bound	RNAs	...........................................................	30	
2.2.3	RNA-Seq	Library	Construction	and	Sequencing	.....................................................................	31	
2.2.4	Analysis	of	RNA-seq	Data	...................................................................................................................	32	

Chapter	3:	Results	......................................................................................................................................	33	
3.1	Screening	for	miRNAs	with	circadian	functions	in	glia	................................................................	33	
3.1.1	Circadian	Period	......................................................................................................................................	33	
3.1.2	Entrainment	..............................................................................................................................................	34	
3.1.3	Activity	.........................................................................................................................................................	35	
3.1.4	Rhythmicity	...............................................................................................................................................	37	

3.2	miR-263b	and	miR-274	regulate	circadian	behavior	in	adult	astrocytes	..........................	46	
3.2.1	Glial	cell-specific	inhibition	of	miR-263b	or	miR-274	results	in	decreased	
rhythmicity	............................................................................................................................................................	46	
3.2.2	Global	knockout	of	miR-263b	and	miR-274	results	in	decreased	rhythmicity	......	51	



	 vii	

3.2.3	Inhibition	of	miR-263b	or	miR-274	does	not	result	in	altered	clock	or	glial	cell	
development	.........................................................................................................................................................	53	
3.2.4	miR-263b	and	miR-274	have	circadian	functions	in	adult	astrocytes........................	59	
3.2.5	Adult-specific	overexpression	of	miR-274	results	in	decreased	rhythmicity.........	66	
3.2.6	Identification	of	putative	miRNA	targets	...................................................................................	67	

3.3	Identification	of	circadianly	translated	RNAs	in	astrocytes	......................................................	74	
3.3.1	Comparison	of	genes	derived	from	profiling	studies	using	alrm-Gal4	or	eaat1-
Gal4	............................................................................................................................................................................	74	
3.3.2	Astrocyte-Specific	Expression	Profiling	Detects	Circadianly	Translated	RNAs.....	76	
3.3.2	Phases	of	translation.............................................................................................................................	83	

Chapter	4:	Discussion	...............................................................................................................................	88	
4.1	Overview...............................................................................................................................................................	88	
4.2	miRNAs	in	circadian	behavior	...................................................................................................................	89	
4.2.1	Identification	of	miRNAs	important	for	glial	regulation	of	circadian	behavior	.....	90	
4.2.2	Characterization	of	miR-263b	and	miR-274	............................................................................	91	
4.2.3	Future	directions	for	this	project	...................................................................................................	95	

4.3	Identification	of	cycling	genes	in	astrocytes	using	TRAP............................................................	98	
4.3.1	Building	the	astrocyte	circadian	translatome..........................................................................	99	
4.3.2	Comparison	of	genes	expressed	in	glial	using	alrm-Gal4	versus	eaat1-Gal4	..........	99	
4.3.3	Analysis	of	genes	in	astrocytes	that	cycle	in	abundance	..................................................	100	
4.3.4	Two	phases	of	astrocyte	protein	synthesis	.............................................................................	103	
4.3.5	Future	directions	for	this	project	.................................................................................................	104	

4.4	Concluding	remarks......................................................................................................................................	106	
Chapter	5:	Appendix...............................................................................................................................	107	
5.1	miR-263b-SP	increases	hid	3’UTR	expression	................................................................................	108	
5.2	Glial	miR-274-SP	expression	rescues	decreased	rhythmicity	caused	by	MESK2	RNAi
	.........................................................................................................................................................................................	109	
5.3	Behavioral	results	from	glial	expression	of	146	different	miR-SPs.	....................................	111	
5.4	Exploration	of	glia	important	for	rhythmicity	via	TRPA1	........................................................	118	

Chapter	6:	Bibliography	.......................................................................................................................	120	
 
	 	



	 viii	

List of Tables 
 
Table 3.1: Expression of 20 miR-SPs in glia results in decreased rhythmicity	....................	41	
Table 3.2: Astrocyte-specific inhibition of candidate miRNAs	..................................................	45	
Table 3.3: Conditional astrocyte expression of miR-SPs	..............................................................	65	
Table 3.4: RNAi lines screened for putative miRNA targets	......................................................	69	
Table 3.5: TRAP identifies core clock genes in neurons and astrocytes.		..............................	76 
Table 3.6: Vesicle-related, receptor-related and circadian-related genes 

identified as cycling in astrocytes	......................................................................................	82	
Table 5.1: Behavioral results from glial expression of 146 different miR-SPs	.................	111	
	
	
  



	 ix	

List of Figures 
 
Figure 1.1: Simplified Schematic of Drosophila Core Oscillators .................................... 7 
Figure 1.2: Summary of miRNAs with circadian functions	.........................................................	23	
Figure 3.1: Inhibition of miRNAs in glia generates behavioral phenotypes in circadian 

period, entrainment and activity level	..........................................................................	36	
Figure 3.2: miR-SP rhythmicity screen for decreased rhythmicity	...........................................	39	
Figure 3.3: Astrocyte specific inhibition of candidate miRNAs	................................................	44	
Figure 3.4: Glial manipulation of miR-263b or miR-274 alters rhythmicity	........................	48	
Figure 3.5: Neuronal expression of miR-263b-SP or miR-274-SP does not significantly 

affect circadian behavior	...................................................................................................	50	
Figure 3.6: Global knockout of miR-263b and miR-274 results in decreased rhythmicity 
                   	......................................................................................................................................................	52	
Figure 3.7: Glial manipulation of miR-274 does not alter clock neuronal morphology, 

glial cell number or GAT immunostaining intensity	..............................................	55	
Figure 3.8: Glial manipulation of miR-263b does not alter clock neuronal morphology, 

glial cell number or GAT immunostaining intensity	..............................................	57	
Figure 3.9: Conditional, adult inhibition of miR-263b or miR-274 in astrocytes results in 

decreased rhythmicity	.........................................................................................................	61	
Figure 3.10: Neither miR-263b-SP nor miR-274-SP conditional adult expression affects 

glial cell number. Conditional adult glial inhibition of miR-263b alters 
rhythms.....................................................................................................................................	63	

Figure 3.11: Conditional overexpression of miR-274 in astrocytes results in decreased 
rhythmicity	..............................................................................................................................	66	

Figure 3.12: Glial knockdown of putative mir-274 targets causes arrhythmicity	................	72	
Figure 3.13: Cycling profile of known clock genes from eaat1-Gal4 gene profiling 

experiments.............................................................................................................................	77	
Figure 3.14: Analysis of RNAs that cycle in fly astrocytes	.........................................................	78	
Figure 3.15: Identification of cycling glial genes.............................................................................	81	
Figure 3.16: Protein synthesis in astrocytes occurs in two major phases	................................	85	
Figure 3.17: Phases of protein synthesis in subgroups of cells	...................................................	87	
Figure 5.1: miR-263b-SP expression increases hid 3’UTR sensor expression	..................	108	
Figure 5.2: miR-274-SP rescues arrhythmicity caused by MESK2 RNAi	..........................	110	
Figure 5.3: Use of TRPA1 to manipulate behavior in glial cells	............................................	119	
	
	
	
	
 
	  



	 x	

List of Abbreviations 
 
5-HT1B 5-hydroxytryptamine (serotonin) receptor 1B 
3’ UTR 3’ Untranslated Region 
ADCY6 Adenylyl cyclase VI 
AGO  Argonaut 
ASPD  Advanced Sleep Phase Disorder 
ATP  Adenosine Triphosphate 
BMAL1 Brain and Muscle ARNT-Like 1 
Ca2+  Calcium 
cAMP  Cyclic adenosine monophosphate 
cDNA  Complementary DNA 
CK1ε  Casein Kinase 1 epsilon 
CK2    Casein Kinase 2 
CLOCK   Circadian Locomotor Output Cycles Kaput 
CNS  Central nervous system 
CREB  cAMP Response Element Binding Protein 
CRY   CRYPTOCHROME 
CT  Circadian Time 
CWO  CLOCKWORKORANGE 
CYC  CYCLE 
DAM  Drosophila Activity Monitor 
DBT  DOUBLETIME 
DD  Constant Darkness 
Dilp  Drosophila Insulin-like Peptides 
DInR  Drosophila Insulin Receptor 
DN  Dorsal Neuron 
DNA Deoxyribonucleic Acid 
dn-SNARE Dominant Negative Soluble N-ethylmaleimide-sensitive Factor Activating 

Protein Receptor 
DSPD  Delayed Sleep Phase Syndrome 
EAAT1 Excitatory Amino Acid Transporter 1 
EBONY N-b-alanyl-biogenic Amine Synthetase 
EGFP  Enhanced Green Fluorescent Protein 
ERK  Extracellular Signal-regulated Kinase 
FACS  Fluorescent Activated Cell Sorting 
FASPS  Familial Advanced Sleep Phase Syndrome 
FMRP1 Fragile X protein 
GABA  Gamma-Aminobutryric Acid 
GAT  GABA Trransporter 
GO  Gene Ontology 
GS  Glutamine Synthetase 
GTP  Guanosine triphosphate 
IPCs  Insulin Producing Cells 
ISL-2  Insulin Gene Enhancer Protein 
JET  JETLAG 



	 xi	

L-VGCC L-type Voltage Gated Calcium Channel 
LD  12hr:12hr Light Dark 
lLNv  Large Ventral Lateral Neuron 
LNd  Dorsolateral Neuron 
Loq  Loquacious 
LPN  Lateral Posterior Neuron 
LTP  Long-term Potentiation 
MAPK  Mitogen Activated Protein Kinase 
MESK2 Misexpression Suppressor of KSR 2 
miRNA MicroRNA 
mIPSC  Miniature Inhibitory Postsynaptic Current 
miR-SP miRNA Sponge 
mGluR  Metabotropic Glutamate Receptor 
mRNA  Messenger RNA 
NDRG  N-myc Downstream Regulated Gene 
NMDA N-methyl-D-aspartate 
NMDAR N-methyl-D-aspartate receptor 
PACT  Protein activator of protein kinase RNA 
PBST  Phosphate Buffered Saline with Triton  
PDF  Pigment-dispersing Factor 
PDFR  Pigment-dispersing Factor Receptor 
PDP1ε  Pyruvate Dehydrogenase Phosphatase Catalytic Subunit 1 Epsilon 
PFA  Paraformaldehyde 
PER  PERIOD 
Pre-miRNA Precursor miRNA 
Pri-miRNA Primary miRNA 
qPCR  Quantitative Polymerase-Chain Reaction 
RAN-GTP Ras-related nuclear protein-GTP 
RI  Rhythmicity Index 
RISC  RNA-induced Silencing Complex 
RNA  Ribonucleic Acid 
RNAi  RNA inhibitor 
RNA Pol II RNA Polymerase II 
RNA-Seq RNA Sequencing 
sLNv  Small Ventral Lateral Neuron 
SCN  Suprachiasmatic Nucleus 
SERCA  Sarco-endoplasmic Reticulum Calcium ATPase 
SGG  SHAGGY 
SNP  Single Nucleotide Polymorphism 
SNAP23 Synaptosomal-associated protein 23 
SNARE Soluble N-ethylmaleimide-sensitive Factor Activating Protein Receptor 
SSRI  Selective Serotonin Reuptake Inhibitor 
TARGET Temporal and Regional Gene Expression Targeting 
TIM   TIMELESS 
TPR  Temperature Preference Rhythm 
TRAP  Translating Ribosome Affinity Purification 



	 xii	

TRBP  TAR RNA-binding protein 
TTFL  Transcriptional/Translational Feedback Loop 
UAS  Upstream Activating Sequence 
VGLUT Vesicular Glutamate Transporter 
VIP   Vasoactive Intestinal Polypeptide 
VRI  VRILLE 
ZT  Zeitgeber Time 



	 1	

Chapter 1: Introduction 
 
1.1 Circadian rhythms 

     Humans have devised time keeping tools for many millennia, from obelisks and 

sundials to stop watches and atomic clocks. We are fascinated with the idea of controlling 

time as demonstrated with creative works such as “Back to the Future” or “The Time 

Machine.” As we can all attest to, the perception of time fluctuates depending on 

influences such as experience or state of mind. Deadlines appear to make time speed up 

while the treadmill may make time slow down. Despite the fluidity in how we perceive 

time, our bodies contain precise clocks evolved from billions of years of time keeping. 

Circadian clocks are ubiquitous and have been found in everything from bread mold to 

humans. Circadian rhythms help us survive by allowing us to anticipate and to adapt to 

day and night. For example, some animals will awaken before dawn, so they are ready to 

hunt prey. This phenomenon, termed anticipation, does not require these animals to first 

experience light. Similarly (and for better or worse), modern humans can adjust to 

awakening without their alarm clocks.  

    In 1729, Jean-Jacque d’Ortous deMairan observed the rhythmic opening and closing of 

the heliotrope plant kept in constant darkness, giving the first clue to the existence of an 

endogenous timekeeper. Modern chronobiology began in 1971, when Ron Konopka and 

Seymour Benzer isolated Drosophila mutants with long (28 hours), short (19 hours) or no 

circadian periods (Konopka and Benzer, 1971). The mutations causing these altered 

circadian periods were revealed to be in the clock gene period (per). Underlying the 

importance of chronobiology, the 2017 Nobel Prize in physiology or medicine was 

awarded to Jeffrey Hall, Michael Rosbash and Michael Young for their work deciphering 
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the molecular mechanisms that control circadian rhythm using Drosophila. Jeffrey Hall, 

in collaboration with Michael Rosbash at Brandeis University, and separately Michael 

Young at Rockefeller University, isolated the per gene and rescued the arrhythmicity of 

the per0 mutant by adding back wild-type per (Bargiello et al., 1984; Zehring et al., 

1984). Hall and Rosbash discovered that both the protein PER and the gene per are 

rhythmically expressed (Hardin et al., 1990; Siwicki et al., 1988). Localization studies 

found PER in the nucleus, providing evidence that PER may inhibit its own transcription 

(Liu et al., 1992). To get into the nucleus, Young discovered that TIMELESS (TIM), the 

product of tim, binds to PER, translocates into the nucleus and inhibits the translation of 

per (Vosshall et al., 1994). DOUBLETIME (DBT), a kinase, was found to regulate the 

accumulation of PER (Price et al., 1998). All together, these bodies of work represent the 

beginning of how the molecular mechanisms of circadian rhythms were unraveled.  

     Drosophila melanogaster, otherwise known as the fruit fly, is an archetypal model 

system for the study of circadian rhythms. The condensed life span allows for quick and 

expansive generation of flies, a situation ideal for genetic screens. As there are only four 

pairs of chromosomes, genetic manipulation is simplified compared to other experimental 

models. The concise, but heavily conserved genome allows for detailed study of 

molecular pathways with less concern about compensation due to genetic redundancy. 

For example, there are three per genes in mammals but only one in Drosophila. 

Drosophila has two predominant rhythmic behaviors: locomotor behavior and eclosion. 

In 12-hour light: 12-hour dark conditions (LD 12:12), Drosophila exhibits a bimodal 

activity pattern peaking at dawn and dusk. In between the activity during the day is their 

“siesta” and during the night is night sleep. Sleep in Drosophila has characteristics 
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resembling human sleep, for example, increased arousal thresholds and sleep rebound 

after sleep deprivation (Hendricks et al., 2000; Shaw et al., 2000). 

     The experimental toolkit for Drosophila research facilitates simple and specific in vivo 

manipulations that are relevant for the study of behavior. There exist multiple binary 

expression systems, the most common being the GAL4/Upstream Activating Sequence 

(UAS) system (Brand and Perrimon, 1993). The yeast transcription factor GAL4, under 

the control of a promoter, binds to the UAS to promote transcription of the downstream 

gene or sequence. This allows for spatial control of genes or RNAi. Additionally, the 

repressor GAL80 can inhibit Gal4 function (Lee and Luo, 1999). This inhibition can be 

made spatially specific to restrict UAS expression in a cell-type specific manner. We can 

achieve temporal control of UAS expression by utilizing a temperature sensitive GAL80, 

GAL80ts (McGuire et al., 2004). At low temperatures, Gal80ts inhibits Gal4, but at high 

temperatures, Gal80ts is inhibited and Gal4 can drive expression of the UAS-transgene. 

Simultaneous manipulations in different cell populations can also be performed by 

utilizing multiple binary expression systems in concert, for example, the LexA/LexAop 

or the Q-system (Lai and Lee, 2006; Potter et al., 2010).  

     To be considered a circadian rhythm, three criteria must be satisfied: 1) the rhythm 

must persist in free-running conditions (where there are no external time cues) and have a 

period of about approximated one day (~21-29 hours), 2) the rhythms can be entrained by 

external cues such as light and temperature and 3) the rhythms are temperature 

compensated, meaning they proceed at the same rate no matter the temperature. The 

single day circadian period evolved in response to the rotation of the earth; thus, it is not 

a coincidence it takes about 24 hours for one full rotation and our circadian rhythms also 
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typically run at around 24 hours. The requirement for a rhythm that continues without 

zeitgebers, or time-givers, is necessary for biological phenomena such as anticipation and 

feeding. For example, bats awaken before dusk so that they are ready to hunt for food 

when it is dark. It is important that the rhythms are entrainable, meaning we can adjust 

our biological rhythms to new circumstances such as a different time zone. Temperature 

compensation is important to maintain rhythms even as temperature fluctuates. 

Biochemical reactions occur faster at higher temperatures, but clocks have mechanisms to 

compensate so that they do not run faster or slower depending on internal body 

temperature. Together, these three requirements describe a system that is precise enough 

to keep time without cues, yet flexible enough to adjust to exogenous influences. 

Practically speaking, this means clocks will run the same in every season no matter the 

longitude.

1.1.1 Molecular clocks 

     The biological clocks within the central nervous system (central clocks) are regulated 

by transcriptional/translational feedback loops (TTFLs) that drive rhythmic changes in 

gene transcription and subsequent protein abundance (Fig. 1.1). By utilizing both 

transcription and translation to drive the clock, this system provides many avenues - 

transcriptional, post-transcriptional, translational and post-translational - for regulation 

and control of timing. At every step, there is structure to ensure that the clock runs 

properly.  

     In Drosophila, the central oscillators consist of the transcription factors CLOCK 

(CLK) and CYCLE (CYC) which form a heterodimer to positively regulate the 

transcription of per and tim by binding to E-box sequences (CACGTG) in their promoters 
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(Allada et al., 1998; Darlington et al., 1998; Glossop et al., 1999; Hao et al., 1997; Lee et 

al., 1998; Rutila et al., 1998). PER and TIM also form a heterodimer, accumulate in the 

cytoplasm, and then enter the nucleus where they negatively regulate their own 

transcription by inhibiting CLK and CYC (Darlington et al., 1998; Lee et al., 1998; Saez 

and Young, 1996). per and tim mRNA abundance peaks in the early evening and protein 

abundance peaks at the end of the night (Hardin et al., 1990; Hunter-Ensor et al., 1996; 

Sehgal et al., 1995; Zerr et al., 1990). In the cytoplasm, the kinase DBT binds to PER and 

phosphorylates it which results in PER degradation (Kloss et al., 1998, 2001; Price et al., 

1998). As TIM accumulates in the cytoplasm, PER and TIM bind to inhibit the 

degradation of PER by DBT and together translocate to the nucleus to suppress 

transcription of per and tim. The kinase SHAGGY (SGG) promotes TIM phosphorylation 

and regulates the timing of PER/TIM nuclear translocation (Martinek et al., 2001). 

Another kinase, Casein Kinase 2 (CK2) is important in regulating the abundance and 

cellular distribution of both PER and TIM and consequently, regulates circadian period 

(Akten et al., 2003; J.-M. Lin et al., 2002; Meissner et al., 2008). CK2 can also directly 

target CLK to inhibit its degradation (Szabó et al., 2013). A second loop of control comes 

from CLK/CYC, which can also promote the transcription of vrille (vri) and PAR domain 

protein 1 epsiolon (Pdp1ε) (Cyran et al., 2003). VRI inhibits transcription of Clk while 

PDP1ε promotes transcription of Clk with the repression by VRI occurring first, as VRI 

abundance peaks 3-6 hours before PDP1ε (Cyran et al., 2003; Glossop et al., 2003). 

CLOCKWORKORANGE (CWO) represents a third loop as it inhibits transcription of 

CLK/CYC targets (Kadener et al., 2007; Lim et al., 2007; Matsumoto et al., 2007; 

Richier et al., 2008).  
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     Resetting the clock relies on light and the subsequent degradation of TIM (Lee et al., 

1996; Myers et al., 1996; Zeng et al., 1996). This degradation is caused by interaction 

with the blue light photoreceptor CRYTOCHROME (CRY). After exposure to light, 

CRY undergoes a conformational change, allowing it to bind to TIM (Busza et al., 2004; 

Ceriani et al., 1999, 2002; Egan et al., 1999; Emery et al., 1998). TIM and CRY are then 

ubquitinated by the E3 ligase JETLAG (JET) and processed through the proteasomal 

pathway (Koh et al., 2006; Peschel et al., 2006).  

     In mammals, the central clock consists of a complex between Circadian Locomotor 

Output Cycles Kaput (CLOCK) and Brain and Muscle ARNT-Like 1 (BMAL1) which 

positively regulates the expression of multiple PERs and CRYs, which in turn functions 

as its own transcriptional repressor complex. Similar to Drosophila, there are many 

additional loops of regulation (Mohawk et al., 2012). Non-transcriptional oscillators have 

also been described in organisms from cyanobacteria to mammals and even in human 

blood cells (van Ooijen and Millar, 2012).  
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Figure 1.1: Simplified Schematic of Drosophila Core Oscillators.  
As discussed in Chapter 1.1.1 Molecular clocks.   
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1.1.2 Neuronal pacemakers 

     In mammals, the central clock is located in the suprachiasmatic nucleus (SCN) of the 

hypothalamus where there are about 20,000 neurons. The SCN receives input from 

photoreceptors in the retina. Ablation of the SCN results in loss of behavioral rhythms 

(Stephan and Zucker, 1972). Vasoactive intestinal polypeptide (VIP), expressed in a 

small subset of SCN neurons, is responsible for mediating rhythmicity and synchrony 

between the mammalian clock neurons (Aton et al., 2005). Application of VIP to the 

SCN can interfere with the electrical firing rhythm of the SCN (Reed et al., 2001) and 

with locomotor behavioral rhythm (Piggins et al., 1995). There are also peripheral clocks 

that reside in various tissues throughout the body (Mohawk et al., 2012). They are 

dependent on the master clock in the SCN to keep synchrony. For example, rhythmic 

gene expression in the liver is dependent on the SCN, as destruction of the SCN 

eliminates these rhythms (Terazono et al., 2003). 

     In Drosophila, there are about 150 clock neurons, each with a molecular oscillator 

(composed of clock proteins such as PER and TIM)(Kaneko et al., 1997; Kaneko and 

Hall, 2000; Shafer et al., 2006). The clock neurons are divided into subgroups: the dorsal 

neurons (DNs) DN1, DN2 and DN3, the dorsolateral neurons (LNds), the lateral posterior 

neurons (LPNs), the large ventrolateral neurons (lLNvs), the small ventrolateral neurons 

(sLNvs) and the PDF-negative sLNvs. There are eight lLNvs and eight sLNvs that express 

pigment-dispersing factor (PDF), a neuropeptide essential for behavioral rhythmicity 

(Renn et al., 1999). The lLNvs project to the optic lobes and accessory medulla and the 

sLNvs project to the dorsalmedial brain region (Helfrich-Förster et al., 2007). PDF is the 

principle circadian transmitter in Drosophila and is responsible for the coordination of 
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pacemaker interactions, similar to the mammalian VIP (Helfrich-Forster, 1995; Lin et al., 

2004). PDF ablation results in elimination of behavioral rhythmicity (Renn et al., 1999) 

and  is required for resetting the circadian period in DD (Guo et al., 2014). Excitability of 

the LNvs is important for coordinating the oscillators. Regulation of electrical excitability 

of LNv neurons is the basis for cycling PDF in the dorsalmedial terminals. When these 

neurons are made hyperexcitable, PDF accumulation in the terminals is disrupted and the 

flies become arrhythmic (Nitabach et al., 2006). The sLNvs are particularly important in 

generating morning activity and maintaining rhythmicity in free-running conditions 

(Grima et al., 2004; Stoleru et al., 2004). The LNds and the PDF-negative sLNvs are 

thought to promote activity in the evening (Grima et al., 2004; Stoleru et al., 2004). These 

two groups are loosely grouped as “M” cells and “E” cells, referring to morning or 

evening activity respectively. Unsurprisingly, these divisions are not binary as expression 

of the period-altering mutation DBTs in the PDF-positive “M” cells does not change 

locomotor activity of phase in LD conditions (Guo et al., 2014). Contrary to that result, 

expression of DBTs in a subset of “E” cells advanced evening peak phase (Guo et al., 

2014). Inhibition of neurotransmitter release from a subset of “E” cells can also result in 

attenuation of both morning and evening anticipation in LD, thus giving these cells some 

influence over morning activity (Guo et al., 2014). 

     The DNs are not as well characterized in comparison to the LNs. The DN1s are the 

most dorsal and have been implicated in maintaining locomotor rhythm in constant light 

conditions. Flies maintained in constant light are typically arrhythmic. Only flies with a 

mutant cryb allele were known to be rhythmic in constant light (Emery et al., 2000). It 

was found that overexpression of PER in the DN1s is sufficient to drive rhythmic 
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behavior and PDP1 abundance in constant light (Murad et al., 2007). More recent studies 

have identified a role for DN1s in output pathways modulating sleep and locomotor 

activity (Cavanaugh et al., 2014; Kunst et al., 2014). Similar to the body temperature 

rhythm of mammals, Drosophila have a temperature preference rhythm (TPR) (Kaneko 

et al., 2012). This rhythm is under clock control and does not persist in per mutants. 

Adding PER back to the DN2 neurons in a per mutant restores the TPR (but not the 

activity rhythm) (Kaneko et al., 2012).  

     Drosophila also have peripheral clocks including in the retina, fat body, prothoracic 

gland, digestive organs and reproductive organs (Ito and Tomioka, 2016). Unlike 

mammalian peripheral clocks, these have cell-autonomous oscillations, and most can 

respond to light through the blue-light photoreceptor CRY.   

1.1.3 Clocks and diseases 

     Sleep and circadian disruption is comorbid with a large number of pathologies. Given 

the diverse functions governed by the master clocks, it is no surprise that malfunction of 

those genes can result in a variety of problems. Along with signals modulating sleep-

wake activity, the SCN also sends signals influencing the rhythm of body temperature 

and the secretion of hormones. Common disorders that are the result of external forces 

include shift-work disorder and jet-lag (Sack et al., 2007a). Both are the result of the 

external entraining signals being misaligned with internal rhythms as a consequence of 

modern life.  

     For most of human existence, we did not have the capability of being exposed to light 

beyond the sun and later, with fire. With the advent of electric light, we began to 

routinely expose ourselves to more light. In the present day, we are inundated with light 
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due to the omnipresent-lighted screens of our phones, computers and televisions. Light 

has an important influence on melatonin, a sleep-promoting hormone produced by the 

pineal gland. Exposure to light resets the melatonin rhythm and inhibits its synthesis, 

resulting in a decreased duration of melatonin (Gooley et al., 2011; Lewy et al., 1980; 

Shanahan and Czeisler, 1991). The short wavelength blue-light of light emitting diodes 

(LEDs) is particularly potent in suppressing endogenous melatonin (Cajochen et al., 

2011).  

     Two processes influence sleep: the sleep homeostat and the circadian clock. Circadian 

related sleep pathologies include advanced sleep phase disorder (ASPD), delayed sleep 

phase syndrome (DSPD), non-24 hour sleep-wake syndrome, and irregular sleep-wake 

rhythm (Sack et al., 2007b). These disorders are all likely to have intrinsic causes. 

Mutations in PER2 were implicated in one family with familial advanced sleep phase 

syndrome (FASPS) but genotyping of other families did not show mutations on PER2. 

Nevertheless, it appears FASP is autosomal dominant with high penetrance, suggesting 

other clock genes may be implicated. Those with non-24-hour sleep-wake disorder have 

circadian periods of ~24.5 hours or more. The majority of people with this disorder are 

blind and thus do not receive photic entrainment. By trying to live in a 24-hour society, 

these people will experience shifting amounts of misalignment that becomes extremely 

disruptive to their lives. Those with irregular sleep-wake rhythm have no circadian 

pattern to their sleep-wake cycle. Damage to the SCN is a likely contributor to this 

pathology and it is seen more often in older adults with dementia.  

     Circadian rhythms have also been implicated in mood disorders. A number of studies 

have identified polymorphisms in clock genes that are associated with psychiatric 
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diseases (Etain et al., 2011). A single-nucleotide polymorphism (SNP) in PER2 was 

found to associate with alcoholism in humans and mice with mutant PER2 have increased 

alcohol consumption (Spanagel et al., 2005). These mice have lower expression of the 

glutamate transporter EAAT1, resulting in decreased glutamate uptake by astrocytes. 

Mice with a mutation in Clock that produces a dominant-negative protein have 

phenotypes that resemble bipolar disorder in humans (Roybal et al., 2007).  

     Metabolism is also intricately linked to circadian rhythms. Clinical studies have 

shown correlation between late-eating and decreased weight-loss (Garaulet et al., 2013). 

Shift work is associated with higher rates of obesity and glucose intolerance (Karlsson et 

al., 2001). Homozygous Clock mutant mice are hyperphagic, obese and developed signs 

of metabolic disease (Turek et al., 2005). The mutants also had decreased abundance of 

orexin and grehlin mRNA, genes involved in appetite and energy regulation. Mice 

provided with a high-fat diet had lengthened free-running period and less robust feeding 

rhythm along with dampened amplitude of Clock, Bmal1 and per2 cycling in fat tissue 

(Kohsaka et al., 2007). The liver is a major target of the circadian clock. Deletion of 

Bmal1 in the liver caused hypoglycemia during the normal fasting phase, exaggerated 

glucose clearance and loss of rhythms of glucose regulation genes (Lamia et al., 2008). A 

study in mouse liver found circadian phosphorylation of a quarter of over 20,000 

phosphosites; overall, phosphoproteome oscillated in two major phases (Robles et al., 

2017). Another group looked specifically at the nuclear proteome of the mouse liver and 

identified 522 proteins that rhythmically accumulate in the nucleus (Wang et al., 2017). 

The rhythmic expression of these proteins was mostly regulated at the post-

transcriptional level. 
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1.2. Glia  

     My thesis is focused on roles for glial cells in rhythmicity, and therefore I provide a 

brief general background in the next two sections. In 1856, Rudolf Virchow first coined 

the term “nervenkitt” (neuroglia) or nerve putty in a footnote of a collection of published 

papers (Somjen, 1988). He considered neuroglia to be passive connected space-fillers 

without cellular components and used by neurons as architectural support. In adult 

mammals, there are three types of glia: oligodendrocytes, microglia and astrocytes. In 

1893, the term ‘astrocyte’ was created by Michael von Lenhossek to describe the stellate-

shaped cells (Verkhratsky and Butt, 2007). Astrocytes are the dominant type of glia in the 

nervous system. They are coupled to each other through gap-junctions and their processes 

can make contact with both vasculature and synapses. In this way, a “tripartite synapse” 

can form with the pre- and post-synaptic neuron being wrapped around by the astrocyte 

process (Araque et al., 1999). In this configuration, the astrocyte is in prime position to 

modulate interactions at the synapse. Any given astrocyte is estimated to be capable of 

contacting over 100,000 synapses (Bushong et al., 2002).   

1.2.1 Astrocyte signaling 

     The explosion of research on glial signaling began nearly three decades ago with 

culture studies by Cornell-Bell and colleagues. They found that application of glutamate, 

the primary excitatory transmitter in the brain, was able to induce calcium waves in 

cultured astrocytes (Cornell-Bell et al., 1990). This type of coordination suggests that 

astrocytes are also functionally connected which dramatically increases their modulatory 

power. These calcium waves could also be induced by mechanical stimulation of 

astrocytes (Charles et al., 1991) and stimulation of glutamatergic afferents (Dani et al., 
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1992). Using an eyecup preparation from rat, astrocytic calcium waves were also 

observed in the retina (Newman and Zahs, 1998). Studies in situ found that neuronal 

glutamate release stimulated metabotropic glutamate receptors on astrocytes to increase 

astrocyte calcium (Porter and McCarthy, 1996). In addition to responding to transmitters, 

astrocytes were found to be capable of eliciting responses from adjacent neurons through 

glutamate and ATP (Hassinger et al., 1995; Nedergaard, 1994; Parpura et al., 1994; 

Parpura and Haydon, 2000). Astrocytes were also found to mediate inhibitory signaling, 

as stimulation was capable of increasing the frequency of miniature inhibitory 

postsynaptic currents (mIPSCs) (Araque et al., 1998; Kang et al., 1998). In the other 

direction, interneurons were capable of elevating astrocytic calcium through GABAB 

receptors (Kang et al., 1998). Astrocytes have been shown to express a large number of 

receptors for many transmitters in vitro and in vivo, including receptors for glutamate, 

GABA, acetylcholine and ATP (Porter and McCarthy, 1997).  

     D-serine is a co-agonist for NMDA receptors and can bind to its glycine-binding site. 

Serine racemase, the enzyme that converts L-serine into D-serine, is expressed in 

astrocytes, and Ca2+ elevations in astrocytes can lead to the release of D-serine from 

astrocytes. Recent evidence has shown that D-serine from astrocytes is necessary for 

NMDAR-dependent plasticity, and that process is Ca2+ dependent. Depletion of D-serine 

or disruption of exocytosis blocked local long-term potentiation (LTP) (Henneberger et 

al., 2010). 

     Initially, some researchers hypothesized that calcium waves were propagated through 

gap junctions because application of gap junction inhibitors interfered with neuronal 

response to astrocyte stimulation (Nedergaard, 1994) and with maintenance of rhythmic 
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neuronal activity (Prosser et al., 1994). However, cell culture studies were able to 

demonstrate that calcium waves could propagate across physical gaps, suggesting the 

existence of a soluble signaling factor (Hassinger et al., 1996). Media collected from 

astrocyte cultures post-stimulation was also able to cause a calcium response in untreated 

astrocytes (Guthrie et al., 1999). ATP was identified as the primary signaling factor 

between astrocytes and mediates calcium wave propagation (Guthrie et al., 1999; Wang 

et al., 2000). Furthermore, ATP signaling is not dependent on calcium (Wang et al., 

2000). 

     Work next focused on how transmitters were being released by astrocytes. 

Manipulations of astrocyte vesicle release components prevented glutamate release from 

astrocytes and the subsequent neuron response (Araque et al., 2000). Vesicle components 

such as VGLUT1/2, cellubrevin, synaptobrevin II, SNAP23, munc-18-1, and complexin 

2 were also identified in astrocytes (Bezzi et al., 2004; Zhang et al., 2004).  

     To demonstrate astrocytic involvement at the synapse in vivo, Phil Haydon’s group 

created a dominant-negative SNARE (dn-SNARE) mouse to block gliotransmission in 

astrocytes by using the cytosolic portion of the SNARE domain of synaptobrevin 2 

(Pascual et al., 2005). The authors found that basal synaptic transmission was influenced 

by SNARE-dependent processes in astrocytes. Astrocytes controlled the strength of 

hippocampal synapses through adenosine by releasing ATP. ATP released from 

astrocytes is hydrolyzed and accumulates in the extracellular space as adenosine, which 

can then act on pre-synaptic adenosine receptors for tonic suppression of synaptic activity 

mediated by adenosine A1 receptors. As expected, the dn-SNARE mice also had reduced 

extracellular ATP.  
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     Using Ca2+ dependent SNARE-vesicle release machinery, mammalian astrocytes 

produce and release gliotransmitters, such as ATP, adenosine, glutamate and D-serine, 

which act on both neurons and other glia (Halassa et al., 2007). Whisker stimulation 

response in layer 2 of the barrel cortex was used to assay an in vivo response. Astrocytes 

were loaded with fluorescent Ca2+ indicators and increases in Ca2+ were observed in 

response to whisker stimulation. Furthermore, when metabotropic glutamate receptors 

(mGluRs) were pharmacologically inhibited, the astrocytic Ca2+ response was reduced-

suggesting a role for glutamate in modulating this response (Wang et al., 2006). 

     Drosophila also has different glial classes including perineurial glia, subperineurial 

glia, ensheathing glia, cortex glia and astrocytes. Fly astrocytes have strikingly similar 

morphology to mammalian astrocytes and are similarly spatially tiled. Their processes are 

associated with synapses in the neuropil, making them well situated to modulate synaptic 

transmission. These astrocytes express excitatory amino acid transporter 1 (EAAT1) 

(Freeman et al., 2003) and the GABA transporter GAT (Stork et al., 2014; Thimgan et 

al., 2006) for the clearance of glutamate and GABA. Astrocytes also contain glutamine 

synthetase (GS), the enzyme responsible for converting glutamate to glutamine in 

astrocytes (Freeman et al., 2003).  

1.2.2 Glia and circadian rhythms 

     Circadian rhythms are a highly-regulated process and so it is not surprising that the 

ability of astrocytes to participate at the synapse would also provide a way to influence 

clock neurons and their downstream pathways. Evidence for an astrocytic role in 

circadian rhythms came from the finding that astrocyte cultures from rodent SCN could 

be entrained by VIP (Marpegan et al., 2009; Prolo et al., 2005). Rhythmic abundance of 
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adenosine, a gliotransmitter, was observed in SCN cultures and in astrocyte cultures 

(Womac et al., 2009).  

     The first evidence for glial involvement of circadian behavior in vivo came from 

studies in Drosophila. Protein and mRNA levels of the glial-specific gene ebony (N-b-

alanyl-biogenic amine synthetase) cycle, and EBONY is required for rhythmic locomotor 

behavior (Suh and Jackson, 2007). Glia-specific manipulations of vesicle machinery in 

Drosophila resulted in behavioral arrhythmicity (Ng et al., 2011; Ng and Jackson, 2015). 

Of the glial classes, only astrocyte-specific genetic manipulations eliminated locomotor 

behavioral rhythmicity. Furthermore, disruption of vesicle recycling in glia resulted in 

altered PDF signaling, suggesting that signals released from glia are likely important for 

PDF neurons (Ng et al., 2011). Knockdown of Sarco-endoplasmic Reticulum Calcium 

ATPase (SERCA) in glia also led to arrhythmicity (Ng et al., 2011). Given calcium’s role 

in astrocyte signaling, particularly in exocytosis, this result was further evidence for a 

role for released factors in regulating rhythmicity.  

     Recent studies have demonstrated the modulatory potential of mammalian astrocytes 

on circadian rhythms (Barca-Mayo et al., 2017; Brancaccio et al., 2017; Tso et al., 2017). 

Studies in SCN slices demonstrated calcium, glutamate and BMAL1 oscillations in 

astrocytes (Brancaccio et al., 2017; Tso et al., 2017). The calcium oscillations of 

astrocytes are anti-phasic to the calcium oscillations of neurons (Brancaccio et al., 2017). 

The glutamateric signal from astrocytes acts through pre-synaptic NMDAR subunit 

NR2C. Inhibition of GS increased extracellular glutamate and severely dampened PER2 

rhythms. GABA has also been implicated in glia-neuron signaling, as inhibition of 

GABA-A-R prevents astrocyte entrainment of neuronal clock gene oscillations (Barca-
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Mayo et al., 2017). Deletion of Bmal1 from astrocytes lengthened circadian period and 

PER2 oscillations (Tso et al., 2017). Furthermore, the CK1ε mutant mouse has a period 

of ~22 hours due to a point mutation in exon 4. Deleting that exon in only astrocytes 

lengthens circadian period by about one hour. It is clear from these studies that astrocytes 

are important pieces of circadian circuits. 

 

1.3. Identification of glial signaling components 

     It is of great interest to identify astrocyte components relevant for maintaining 

rhythms. As previously discussed, there is bidirectional communication between 

astrocytes and neurons. Manipulations in astrocytes in both flies and mammals can result 

in altered circadian behavior. Identification of components involved would provide 

greater understanding of how this communication happens and give us new therapeutic 

targets for circadian-related diseases. My thesis will describe two strategies: a 

microRNA-based approach and a gene profiling-based approach.  

     One growing area of research is on the role of miRNAs in circadian behavior. Victor 

Ambros and Gary Ruvkun characterized the first miRNA, lin-4, in C. elegans  (Lee et al., 

1993; Wightman et al., 1993) although earlier work had uncovered pathways important 

for miRNA processing (Fire et al., 1998). Mammalian miRNAs were first identified in 

HeLa cells; some of these miRNAs are highly conserved and have orthologs in both 

vertebrates and invertebrates, suggesting that this class of RNAs is evolutionary ancient 

(Lagos-Quintana et al., 2001; Lau et al., 2001; Lee and Ambros, 2001). There are 

currently 466 mature miRNAs in Drosophila, 1915 in mouse and 2588 in humans listed 

in miRBase (Kozomara and Griffiths-Jones, 2014). miRNAs are small ~22 nucleotide 
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non-coding RNAs that most commonly bind to 3’ untranslated region (3’ UTR) of target 

RNAs to repress translation or degrade the transcript. At the 5’ end of the miRNA lies the 

“seed” sequence at nucleotides 2-7. This sequence is particularly important for target 

recognition. The majority of transcripts in the mammalian genome are targeted by 

miRNAs (Friedman et al., 2009). Conversely, each miRNA can target many RNAs.  

1.3.1 miRNA biogenesis 

     For the sake of brevity, I will broadly summarize the process of miRNA biogenesis. 

miRNAs are encoded in both introns and exons, occasionally sharing a promoter with its 

host gene. Like mRNAs, miRNAs are transcribed by RNA Polymerase II (RNA Pol II) in 

the nucleus (Cai et al., 2004; Lee et al., 2004). The resulting transcript is the primary 

miRNA (pri-miRNA), a long stem loop structure of about 1kb. It is next processed by the 

Microprocessor complex, which includes the RNase III Drosha and its cofactor DGCR8  

(known as Pasha in Drosophila)(Denli et al., 2004; Gregory et al., 2004; Han, 2004; 

Landthaler et al., 2004; Lee et al., 2003). The pri-miRNA is cleaved into a smaller stem 

loop structure of ~65 bases termed the precursor miRNA (pre-miRNA) (Lee et al., 2002). 

It is next exported from the nucleus by forming a complex with exportin 5 and RAN-GTP 

(Bohnsack et al., 2004; Lund et al., 2004; Yi et al., 2003). The hydrolysis of GTP 

disassembles the complex and releases the pre-miRNA into the cytosol. There, Dicer 

cleaves the loop off the pre-miRNA, turning it into a smaller double-stranded 

miRNA:miRNA* duplex (Bernstein et al., 2001; Grishok et al., 2001; Hutvagner et al., 

2001; Ketting et al., 2001; Knight and Bass, 2001). The cofactor Loquacious (Loq) is 

required in Drosophila for proper processing of the pre-miRNA (Förstemann et al., 2005; 

Saito et al., 2005). In mammals, Dicer interacts with TAR RNA-binding protein (TRBP) 
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or protein activator of PKR (PACT) to help process the pre-miRNA but it does not seem 

to be essential to the process (Chendrimada et al., 2005; Haase et al., 2005; Lee et al., 

2006). The duplex is then loaded onto the protein Argonaut (AGO) to form the RNA-

induced silencing complex (RISC) (Kawamata and Tomari, 2010). The passenger strand 

is then removed and the mature RISC complex can then bind to its target RNA.  

1.3.2 miRNAs and circadian rhythms 

     While miRNAs are frequently studied in the context of development or disease, there 

is growing literature on their role in circadian behavior (summarized in Fig. 1.2). Early 

studies on miRNAs were primarily screens. In the retina, a number of miRNAs were 

identified as having diurnal oscillations. One cluster of these miRNAs, miR-183/96/182, 

was found to target Adenylyl cyclase VI (Adcy6) which modulates the synthesis of 

melatonin in the pineal gland (Xu et al., 2007). Microarray studies in Drosophila profiled 

78 miRNAs at different time points and revealed rhythmic expression of miR-263a and 

miR-263b. Both miRNAs are under clock control as rhythmicity was eliminated in flies 

with disabled clocks (Yang et al., 2008).  

     To identify miRNAs that may target core clock genes, Na et al. profiled both miRNAs 

and mRNAs in the mouse liver over a 48-hour period (Na et al., 2009). By comparing the 

abundance of miRNAs at different times with the abundance of predicted mRNA targets, 

the authors compiled a list of 33 miRNA-mRNA pairs between 24 miRNAs and 10 clock 

genes (Na et al., 2009). miR-181d and miR-191 were found to target Clock and Bmal1, 

respectively and have an inverse correlation of abundance.  

     The first report of a miRNA modulating circadian behavior in vivo identified miR-219 

as being targeted by the CLOCK:BMAL1 complex. In the SCN, miR-219 was found to 
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be rhythmic and its knockdown lengthened circadian period in mice (Cheng et al., 2007). 

In an analysis of night shift workers, the miR-219 promoter was found to have aberrant 

methylation. This miRNA is also associated with cancer (Shi et al., 2013). Cheng et al. 

also identified miR-132 as a rhythmic, light-induced miRNA (Cheng et al., 2007). Two 

cAMP response element motifs are located in the 5’ promoter of the miR-132 gene, 

suggesting that it is regulated by CREB. Knockdown of miR-132 potentiated light-

induced clock resetting (Cheng et al., 2007) while overexpression of miR-132 reduced 

this resetting (Alvarez-Saavedra et al., 2011). A robust response to the light-induced 

increase in miR-132 required the activation of ERK/MAPK signaling pathways (Cheng et 

al., 2007). miR-132 was found to target multiple chromatin remodeling factors and 

translational control regulators, suggesting that light may regulate entrainment through 

these mechanisms (Alvarez-Saavedra et al., 2011). 

     Directly investigating components of miRNA biogenesis makes clear that miRNAs 

are important regulators of circadian rhythms. Immunoprecipitation of AGO1, a member 

of the silencing complex, revealed interactions between AGO1 and core clock members 

Clk, vri and cwo (Kadener et al., 2009). Cells deficient in the pre-miRNA processor 

Dicer, have shortened circadian periods due to faster translation and accumulation of 

PER1 and PER2 (Chen et al., 2013).  

     Profiling of clock cells in Drosophila identified a number of miRNAs, including 

bantam, that target Clk (Kadener et al., 2009). Overexpression of bantam in clock cells 

lengthened circadian period by nearly three hours (Kadener et al., 2009). Overexpression 

of let-7 in clock cells also resulted in period lengthening through let-7 targeting cwo (W. 

Chen et al., 2014). Conversely, knockout of let-7 eliminates anticipation in LD and 
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decreases rhythmicity in DD (W. Chen et al., 2014). miR-276a is light-regulated, 

oscillates in LD and targets tim (Chen and Rosbash, 2016). Manipulation of miR-276a 

abundance in either direction results in decreased rhythmicity. Presumably, this result is 

due to its regulation of tim.  

     In mammalian models, the cluster miR-192/194 was found to target all three 

mammalian per genes and overexpression of these miRNAs shortened circadian period 

(Nagel et al., 2009). miR-494 and miR-142-3p were found to target Bmal1 (Shende et al., 

2011). Interestingly, only miR-494 had diurnal oscillations. miR-17 oscillates in LD and 

DD, and targets Clock. In turn, CLOCK can bind to the miR-17 promoter and induce its 

production (Gao et al., 2016). 

     Chicken miR-26a targets the L-type voltage gated calcium channel (L-VGCC) subunit 

α1c in the retina (Shi et al., 2009). The L-VGCC currents are under circadian control and 

expression of miR-26a was sufficient to decrease these currents when they should be 

highest. Inhibition of miR-26a increased the currents when they should be lowest. 

Furthermore, CLOCK was able to induce miR-26a expression. In the liver, the non-

rhythmic miR-122 targets the circadian deadenylase nocturnin (Kojima et al., 2010)-an 

important demonstration that miRNAs do not need to be rhythmic in order to regulate 

rhythms. An investigation of clock output revealed that manipulation of miR-279 in 

Drosophila disrupts rhythmicity by targeting Upd, a ligand for the JAK/STAT pathway 

(Luo and Sehgal, 2012). The miRNAs 959-964 were identified as cycling and found to be 

involved in feeding behavior (Vodala et al., 2012). miR-124 regulates the phase of 

activity without affecting core clock mechanisms, suggesting an output pathway as a 

target (Zhang et al., 2016). More generally, GW182, via its AGO1 interaction domain, is 
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a key regulator of PDF-R signaling (Zhang and Emery, 2013). Knockdown of GW182 in 

clock cells results in arrhythmic flies. 

 

 
 
Figure	1.2:	Summary	of	miRNAs	with	circadian	functions.		
As	discussed	in	Chapter	1.3.2,	the	miRNAs	identified	as	relevant	for	circadian	
research	can	be	split	into	four	groups:	input,	clock	controlled,	clock	targeting	and	
output.		 	
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1.3.3 Studying miRNAs in vivo 

     Tools for systematically interrogating the role of specific miRNAs in Drosophila have 

emerged in recent years. Multiple libraries of miRNA overexpression strains have been 

constructed, allowing for control over the spatial and temporal expression of these 

miRNAs using the Gal4/UAS expression system (Bejarano et al., 2012; Schertel et al., 

2012; Suh et al., 2015). Studies using these strains are informative but risk creating 

circumstances that do not occur in nature due to temporal or spatial restrictions. Genetic 

screens using these UAS-miRNA strains have identified miRNAs with roles in wing 

phenotypes (Bejarano et al., 2012; Schertel et al., 2012) and body growth(Suh et al., 

2015). A library of knockout strains has also been created (Y.-W. Chen et al., 2014). As 

many miRNAs have functions in development, a number of these strains are homozygous 

lethal, limiting their utility. Nevertheless, studies of these mutants have described 

phenotypes in survival, life span and self-righting behavior (Y.-W. Chen et al., 2014; 

Picao-Osorio et al., 2017). Additionally, these strains preclude the study of physiological 

functions in adulthood and do not allow for cell-type specific studies of miRNAs. For 

example, miR-9a mutants have decreased body length but inhibition of miR-9a 

specifically in insulin-producing cells (IPCs), results in increased body length (Suh et al., 

2015). Inhibitors of miRNAs (i.e. miR-sponges, tough decoys) have been created as a 

way of manipulating endogenous levels of miRNAs in a cell type-specific manner (Fulga 

et al., 2015; Haraguchi et al., 2009; Loya et al., 2009). Genetic screens using miR-

sponges recently identified miRNAs that regulate muscle formation (Fulga et al., 2015) 

and learning/memory (Busto et al., 2015).  
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     I utilized the library of miR-sponges to screen for miRNAs in glia with functions in 

maintaining normal circadian behavior. By manipulating endogenous miRNAs, I aimed 

to identify miRNAs and their RNA targets that have normal physiological functions in 

glial cells.  

1.3.4 Gene expression profiling and circadian rhythms 

     The advent of molecular biology tools such as microarrays and sequencing has 

accelerated work in uncovering components of circadian oscillations. The early circadian 

profiling studies used microarrays to identify rhythmically expressed genes (Ceriani et 

al., 2002; Claridge-Chang et al., 2001; Y. Lin et al., 2002; McDonald and Rosbash, 2001; 

Ueda et al., 2002). While informative, there was little overlap among the lists of cycling 

genes from different labs.  

     Most profiling studies do not differentiate between cell-types. While whole head 

experiments can provide important information, the brain is heterogeneous. Both neurons 

and glia have diverse molecular components. In circadian research, most cell-type 

specific profiling has been performed on clock-cells. These profiling approaches 

generally included the use of hand dissection or fluorescent activated cell sorting (FACS) 

(Kula-Eversole et al., 2010; Nagoshi et al., 2010; Ruben et al., 2012; Xu et al., 2011). To 

obtain the amount of cells required for profiling by hand-dissection is laborious and time-

consuming. FACS isolates transcripts after dissociation, which is less likely to provide an 

accurate snapshot of the cells in vivo.  

     Translating ribosome affinity purification (TRAP) was developed as a method of 

profiling polysomal RNAs in a cell-type specific manner (Doyle et al., 2008; Heiman et 

al., 2008). To isolate RNAs in specific cell-types, a ribosomal subunit (L10a) is tagged 
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with enhanced green fluorescent protein (EGFP) and expressed genetically. RNAs can 

then be immunoprecipitated using a high-affinity EGFP antibody. Thus, ribosome 

association is used as a proxy for translation. The Jackson Lab adapted this technology 

for use in Drosophila to take advantage of the abundant number of available GAL4 

drivers. TRAP allows for relatively simple isolation of RNAs without the dissociation 

process, thereby providing a more accurate molecular image of the profiled cell-type.  

     By using the TRAP followed by RNA-seq, previous studies in the lab constructed 

circadian translational profiles of clock cells (Huang et al., 2013) and fat body (Yu and 

Jackson, not published). Additionally, previous studies profiled both larval and adult 

astrocytes in Drosophila (Huang et al., 2015; Ng et al., 2016). Little is known about the 

identity of cycling genes in astrocytes. By identifying ribosome-bound RNAs with cyclic 

changes in abundance in astrocytes, I aim to identify important components of astrocyte 

circadian regulation.  

1.3.5 Summary 

     Circadian rhythms influence nearly every facet of life on earth. Understanding how 

these rhythms adapt and persist is essential for understanding the pathologies that occur 

when the rhythms break down. Astrocytes are now known to be capable of modulating 

circadian behavior by interacting with relevant neurons. What is not known is how these 

cells interact with neurons in this context. This thesis describes two approaches for 

uncovering components important for astrocyte regulation of circadian behavior. The 

astrocyte specific studies of miRNAs with circadian functions and of RNAs that cycle in 

abundance are important contributions to our understanding of astrocytes in behavior.
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Chapter 2: Materials and Methods 
 
2.1. miRNA Experiments 

2.1.1 Fly Strains and Maintenance 

     Drosophila cultures were reared on standard cornmeal/sugar/wheat germ medium in 

an environmentally controlled incubator set at 25°C on a 12 hr:12 hr light-dark (LD) 

schedule. For the primary miR-SP screen, experimental flies were generated by crossing 

virgin female repo-Gal4 (w; Sp/SM1; repo-Gal4) with male 2X UAS-miR-SP (w1118; 

UAS-miR-SP; UAS-miR-SP). As controls, both the driver and UAS strains were crossed 

to w1118. Similar crosses were generated for miR-SP expression in other cell-types 

including alrm-Gal4, elav-Gal80, eaat1-Gal4, and nSyb-Gal4. For all constitutive miR-SP 

expression experiments, crosses were reared at 25°C. To temporally restrict expression of 

the miR-SP to astrocytes, tub-Gal80ts, alrm-Gal4 was used to conditionally activate the 

UAS-miR-SP. Temperatures of 23°C and 30°C, respectively, were used to inhibit or 

activate Gal4. For the miRNA target screening, virgin female repo-Gal4 flies were 

crossed to male UAS-RNAi flies. For the miRNA mutant strains, the experimental flies 

were homozygous for the mutation and control flies were generated by crossing each 

strain to w1118 to obtain heterozygous flies without any chromosome balancers. All strains 

were obtained from the Bloomington Stock or Vienna Drosophila Resource Centers. 

2.1.2 Collection of locomotor activity and data analysis 

     Flies (<1 week old) were placed in Drosophila Activity Monitors (DAM; Trikinetics, 

Inc.) housed in environmentally controlled incubators. For each experiment, flies were 

entrained for 4 days (LD) followed by 8-10 days in constant darkness (DD) to assess free 

running behavior. For experiments assessing behavior with constitutive expression of 
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UAS-miR-SP transgenes, the behavior assay was run at 25°C. For conditional expression 

experiments, flies were entrained at 23°C and free running behavior was assessed at 

different temperatures depending on the experiment. Behavioral data were collected as 

beam breaks in 30 minute bins and analyzed using the MATLAB-based signal processing 

fly toolbox (Levine et al., 2002). The fly toolbox provided information on activity level 

(beam breaks) and calculated overall periodicity. Entrainment and rhythmicity was 

assessed using the rhythmicity index (RI) and visual examination of actograms.  

     To assess statistical significance of circadian data, I determined normality using the 

D’Agostino & Pearson omnibus normality test. If the data did not pass a normality test, I 

then used the Kruskal-Wallis test (nonparametric ANOVA) with Dunn's Multiple 

Comparison test. A one-way ANOVA with the Tukey-Kramer Multiple Comparisons test 

was used if the data passed a normality test. Values listed for both Dunn’s Multiple 

Comparison and Tukey-Kramer Multiple Comparisons tests are multiplicity adjusted p 

values. For experiments with comparisons of two groups, a two-tailed, two-sample 

Student’s t-test was used. For behavioral studies, separate experiments employing flies 

from independent genetic crosses are considered biological replicates. 

2.1.3 Immunohistochemistry and image analysis 

     For most experiments, four to eight individual males of experimental and control 

strains (technical replicates) were fixed in 4% paraformaldehyde (PFA) in PBST (1X 

PBS, 0.5% Triton X-100) on ice for 30 minutes. Brains were hand-dissected and then 

fixed in 4% PFA for 20 minutes. Fixed brains were then washed with PBST three times, 

for 10 minutes each, followed by blocking in 5% normal goat serum (in PBST) for three 

hours. Brains were incubated with the primary antibody overnight at 4°C, washed with 
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PBST, three times quickly and three times for 25 minutes each, and then incubated with 

the secondary antibody overnight at 4°C. Brains were washed again three times quickly 

and three times for 25 minutes each, before mounting with VectaShield (Vector 

laboratories) to preserve fluorescence. For the GAT staining, I followed the general 

procedure with the following exceptions: pre-dissection flies were fixed for 17 minutes, 

post-dissection flies were fixed for 7 minutes, and blocking was restricted to one hour. 

Additionally, primary antibody incubation occurred over 2 days in 4°C. I employed the 

following primary antibodies: mouse anti-REPO (1:500, Developmental Studies 

Hybridoma Bank, DSHB), rabbit anti-PDF (1:100, DSHB), rabbit anti-PER (1:10,000, a 

gift of R. Stanewsky), and rabbit anti-GAT (1:500, a gift of M. Freeman). Relevant 

secondary antibodies were employed at (1:500 or 1:1000) including Alexa Fluor 488 goat 

anti-rabbit or Alexa Fluor 488 goat anti-mouse (both from Invitrogen).  

     Brain images were acquired using a Nikon A1R confocal microscope. For all 

experiments, experimental and control brains were imaged on the same day with the same 

acquisition parameters. Fiji ImageJ was used to generate projected images from the 

optical sections. PER staining was quantified by measuring the mean fluorescence signal 

in different groups of clock cells. I quantified glial cell number for both experimental and 

control brains using a region of interest (ROI) around the inner chiasm giant glial cells. A 

z-projection substack was employed for these measurements. Images were thresholded 

and cells within the ROI were counted by Fiji. For the GAT staining quantification, an 

ROI was drawn on an optical section at approximately the same depth (the point at which 

glial cells in the optic lobe become a single row); mean pixel intensity was determined by 
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Fiji. A two-tailed Student’s t-test was used to assess significance between the 

experimental and control brains. 

2.1.4 Quantification of MESK2 RNA abundance 

     RNA was extracted from samples containing 5-10 pupae (pharate adults) and 

converted to cDNA using SuperScript II reverse transcriptase (Invitrogen) and random 

hexamers. The primers employed for MESK2 were CTACCACGATTTGGGCCTCAA 

(Forward) and CAGCAGACCTCGCATCACTG (Reverse). A Stratagene real-time 

cycler was employed for cDNA amplification with SYBR green as a reporter. RNA 

abundance was analyzed using Drosophila rp49 as an internal control. 

 

2.2. TRAP experiments 

2.2.1 Fly strains and maintenance 

     Drosophila cultures were reared on standard cornmeal/sugar/wheat germ medium in 

an environmentally controlled incubator set at 25°C on a 12 hr:12 hr light-dark (LD) 

schedule. Virgin female flies carrying elav-Gal80, eaat1-Gal4 were crossed with male 

elav-Gal80, UAS-EGFP-mL10a flies to generate F1 flies that express EGFP-mL10a in 

astrocytes.  

2.2.2 Purification and isolation of ribosome-bound RNAs 

     Flies were collected at 12 times points across a 48 hour period into 15 mL conical 

tubes before flash-freezing in liquid nitrogen. Flies were then stored at -80°C until further 

processing. Heads were separated by quickly vortexing the tubes and then using sieves to 

collect heads. There were ~200 heads per TRAP experiment sample. Frozen heads were 

quickly homogenized in buffer containing 20 mM HEPES-KOH (pH 7.4), 150 mM KCl, 
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5 mM MgCl2, 0.5 mM DTT, 100 µg/ml Cycloheximide and 2 U/mL SUPERase. Samples 

were then centrifuged at 20,000xg for 20 minutes. The clear lysate was separated from 

the debris into a new tube and DHPC and Igepal CA-630 was added to the solution at a 

concentration of 30mM and 1%, respectively. Samples incubated on ice for 5 minutes 

and were then centrifuged again at 20,000xg for 20 minutes. After centrifugation, the 

supernatant was combined with magnetic beads coated with purified anti-EGFP antibody 

(HtzGFP-19C8, Sloan Kettering Antibody & Bioresource Core Facility; Dynabeads 

Antibody Coupling Kit, Invitrogen) and incubated at 4°C for 1 hour with end over end 

rotation. Samples were then washed 6 times with 20 mM HEPES-KOH (pH 7.4), 150 

mM KCl, 5 mM MgCl2, 0.5 mM DTT, 100 µg/ml Cycloheximide. RNA was extracted 

from the magnetic beads using TRIzol. RNA quality and quantity were analyzed using a 

Bioanalyzer (Agilent).   

2.2.3 RNA-Seq Library Construction and Sequencing 

     I used~400 ng of RNA from each time point (combining samples if necessary) and 

constructed libraries for RNA-Seq by following standard Illumina protocol from the 

TruSeq RNA sample preparation kit. mRNAs were isolated from ribosomal and other 

small RNAs using poly-dT coupled magnetic beads and fragmented by addition of 

divalent cations at 94°C. Cleaved mRNAs were then reverse transcribed into cDNA using 

random primers, and cDNA was subjected to second strand synthesis using DNA 

polymerase I and RNaseH. DNAs were end repaired, ‘‘A’’ tailed, and then ligated to 

Illumina sequencing adaptors prior to enrichment by PCR to create a library. Quality and 

quantity of each library was assessed using a Bioanalyzer. Sequencing of libraries was 

performed by the Tufts Medical School Molecular Core Facility using the Illumina HiSeq 
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2000. Sequence reads were obtained and their quality analyzed by Dr. Amy Yu, using the 

quality control metrics provided by the FastQC pipeline. I obtained, on average, about 

>20 million high quality reads per sample after removing low quality reads. 

2.2.4 Analysis of RNA-seq Data 

     Initial processing of raw RNA-seq data was performed by Dr. Amy Yu. Sequencing 

reads were mapped to the Drosophila genome (BDGP realease 6) using Tophat v.2.0.9. 

Low quality and short reads were trimmed using Fastx Clipper.  Reads were processed 

through HTSeq for gene IDs and read counts. IDs were reconciled to Flybase version 

FB2017_1. Genes with average read counts of less than 20 across all time points were 

removed. Read counts were then quantile normalized to control for variation among 

experiments. Cycling analysis was performed using JTK_Cycle (Hughes et al., 2010; 

Miyazaki et al., 2011). At this stage, all genes with cycling amplitudes of less then 0.5 

were removed. Genes were then associated with gene names. Genes with adjusted p-

values of <0.05 were considered cycling.  

     I performed gene ontology (GO) analyses using the Database for Annotation, 

Visualization and Integrated Discover (DAVID, v. 6.8) annotation tools to determine 

overrepresented categories of GO biological processes and cellular components(Huang et 

al., 2009). Genes were also manually annotated using FlyBase (FB2017_6) (Gramates et 

al., 2017). 
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Chapter 3: Results 
	
3.1 Screening for miRNAs with circadian functions in glia  

     I performed a genome-wide, glial-specific screen using a collection of Gal4-regulated 

miRNA sponges (miR-SPs). Each strain carries two Gal4-regulated UAS-miR-SP 

transgenes expressing a sponge specific to a miRNA; sponges contain twenty copies of a 

sequence complementary to a specific miRNA with deliberate mismatches at nucleotides 

9-12 (Fulga et al., 2015). Each sponge also contains a mCherry tag that can be used to 

visualize expression. As a miR-SP binds to and inhibits a particular miRNA, the 

expectation is that translation for its target will be increased and result in increased 

protein product.  For my initial screen, I decided to look for phenotypes in entrainment, 

rhythmicity, circadian period and overall activity level (Fig. 3.1, Table 5.1).  

     Sponge-expressing flies were generated by crossing UAS-miR-SP strains to those 

carrying the glial-specific repo-Gal4 driver (Fig. 3.2 A). Background controls arose from 

a cross of the UAS-miR-SP strain to w1118 flies. I also examined flies from a cross of 

repo-Gal4 to w1118 and did not observe any effects on behavior. Male F1 flies from 

experimental and control groups (repo-Gal4>UAS-miR-SP and UAS-miR-SP) were 

collected for analysis of locomotor activity. Both types of progeny carried two copies of a 

specific miR-SP transgene, although it was not expressed in control flies lacking repo-

Gal4. The Drosophila Activity Monitor (DAM) system was employed to monitor 

locomotor activity (see Material and Methods 2.1.2).  

3.1.1 Circadian Period 

     Previous studies in Drosophila showed RNAi knockdown of PER in glia does not 

result in a change in circadian period (Ng et al., 2011). However, knockdown of Bmal1 in 
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mammalian astrocytes did result in a period phenotype (Tso et al., 2017). To look for 

miRNAs with functions relating to circadian period, I used two criteria: the difference 

between the experimental group and the UAS-miR-SP control group must be statistically 

significant, and at least 30 minutes. Since flies without rhythms do not have periodicity, 

arrhythmic flies were excluded from my analysis. My screen identified four miRNAs 

whose inhibition in glia decreased circadian period in DD: miR-980, miR-981, miR-998 

and miR-1012 (Fig. 3.1 A). Glial expression of each miR-SP resulted in significantly 

decreased period of at least 30 minutes (p<0.001). miR-980 was recently identified as a 

memory suppressor, as inhibition of miR-980 improved memory acquisition and stability 

(Guven-Ozkan et al., 2016). One potential target of miR-980 is the clock gene Pdp1, a 

component of the second feedback loop for the Drosophila clock (TargetScan and 

DIANA microT-CDS).  cwo is another clock component that miR-980 is predicted to 

target (DIANA microT-CDS). The other identified miRNAs do not appear to target clock 

genes but are predicted to target transporters with miR-981 predicted to target the 

glutamate transporter, Eaat1 (TargetScan and DIANA microT-CDS) and miR-998 

predicted to target the GABA transporter, Gat (DIANA microT-CDS).  

3.1.2 Entrainment 

     Only one miRNA has been implicated in regulating entrainment, miR-132 (Cheng et 

al., 2007). My initial screen identified miR-184 as another candidate for regulating 

entrainment. To assess which flies have defects in entrainment, I analyzed 4 days of 

activity in LD 12:12. I used a cutoff of a 30% decrease in RI value and percent 

entrainment – compared to the UAS-miR-SP control – to identify interesting candidates. 

Only glial inhibition of miR-184 resulted in decreased entrainment (Fig. 3.1 B). Profiling 
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studies comparing wild-type and cyc mutant flies found that miR-184 abundance is 

significantly increased in cyc mutant flies (Yang et al., 2008), indicative of possible clock 

regulation of the miRNA. 

3.1.3 Activity      

     Changes in activity level may be associated with sleep phenotypes the behavioral 

assay is not sensitive enough to detect. They may also be associated with the health of the 

fly. The dopamine transporter mutant fumin (fmn) is hyperactive due to increased 

synaptic dopamine (Kume et al., 2005). The combination of the glial specific ebony (e) 

mutation with fmn rescues the increased activity of the fmn mutants (Suh and Jackson, 

2007). This result suggests that glia can regulate activity level. Indeed, the Jackson lab 

previously found that inhibition of CG14141 in glial cells significantly increased activity 

level (Ng et al., 2016). CG14141 is a predicted secreted protein and thus a good candidate 

as a signal for glia-neuron communication.  

     To assess changes in activity level, I used the average beam crossings from the DD 

portion of the behavior run. This resulted in the identification of 22 miR-SPs that 

decreased activity and one that increased activity (Fig. 3.1 C). Previous studies identified 

the enzyme Trehalase (Treh) as an astrocyte-enriched gene with involvement in 

locomotor activity (see Chapter 4.3.3 for further discussion) (Ng et al., 2016). Glial 

expression of let-7-SP and miR-79-SP, two miRNAs predicted to target Treh, resulted in 

decreased in activity level (DIANA microT-CDS) (Fig. 3.1 C). The miR-7-SP was the 

only sponge to increase activity, relative to its control, but the experimental flies 

(repo>miR-7-SP) did not have activity higher than several other controls.  
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Figure 3.1: Inhibition of miRNAs in glia generates behavioral phenotypes in circadian 
period, entrainment and activity level.  
A) Glial expression of four miR-SPs resulted in significantly decreased period of at least 
30 minutes compared to UAS control. B) Glial expression of miR-184-SP significantly 
impaired entrainment. C) Glial expression of number of miR-SPs decreased activity level 
and one miR-SP increased activity level (miR-7-SP). Results are mean ± SEM, two-tailed 
Student’s t-test, p <0.05 for all experiments shown.  
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3.1.4 Rhythmicity     

     Rhythmicity in DD was assessed using two measures: the rhythmicity index (RI), a 

statistic which indicates the robustness of rhythms (Levine et al., 2002), and percent 

rhythmicity (calculated from the RI and manual scoring of actograms). Values for RI and 

percent rhythmicity were normalized by comparison of each experimental cross to its 

UAS-miR-SP control. To identify candidate miRNAs, I used a cut-off of 30% decreased 

RI and percent rhythmicity relative to controls (Fig. 3.2 B, candidates in red). This cutoff 

corresponds to statistical significance at p<0.0001 for almost all hits compared to 

background controls (Table 3.1). Distributions of normalized RI and percent rhythmicity 

values (see Methods) are shown for all tested miR-SPs in Fig. 3.2 C-D. Altogether, I 

identified 20 strains having significantly reduced rhythmicity (Table 3.1), a hit rate of 

~14%. This percentage is similar to those found for certain phenotypes previously studied 

using these strains (Fulga et al., 2015). A subset of the interesting miR-SPs is shown in 

Fig. 3.2 E. I also included behavioral data for miR-33-SP, miR-315-SP and a strain 

containing a scrambled sequence to serve as controls for sponge-based manipulation (Fig. 

3.2 E, Table 3.1). Glial expression of miR-33-SP and miR-315-SP did not decrease RI 

value or percent rhythmicity compared to the control. Glial expression of the scrambled-

SP did result in a modest but significant decrease in RI compared to UAS control flies. 

However, all flies in the experimental population were statistically rhythmic. In addition, 

the average RI for scrambled-SP expressing flies was equal to or greater than the average 

RI value of for several other UAS-miR-SP controls. Given these results, I conclude that 

the observed behavioral phenotypes for the 20 “hits” are not the result of non-specific 

miR-SP expression in glial cells. Of the “hits”, two – miR-263b and miR-963 –  were 
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previously described as having circadian-relevant functions (Vodala et al., 2012; Yang et 

al., 2008).  
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Figure 3.2: miR-SP rhythmicity screen for decreased rhythmicity.  
A) Schematic of a miR-SP construct and genetic crosses to generate flies expressing it. 
Each miR-SP strain carries two copies of the miR-SP construct, which contains an 
mCHERRY tag followed by twenty oligomer repeats complementary to the miRNA with 
the exception of mismatches in nucleotides 9-12. For each experiment, the repo-Gal4 
pan-glial driver strain or w1118 were crossed to the UAS-miR-SP strain (experimental and 
control groups, respectively). Flies were entrained for 4 days to LD 12:12, then 
transferred to constant darkness (DD) for 10 days. For each experimental and control 
group n≥8. B) Normalized percent rhythmicity versus normalized RI values for all tested 
miR-SP strains (obtained by dividing experimental by control values). miR-SPs resulting 
in a decrease of 30% for both measures are denoted in red. Histograms showing the 
distribution of normalized RI value (C) and normalized percent rhythmicity (D) for all 
miR-SPs tested. E) Actual RI and percent rhythmicity values with glial expression of 
several selected miR-SP strains (See Table 3.1 for full list). Results are mean RI ± SEM 
(n=13-44; two-tailed Student’s t-test, p<0.05 for all comparisons of experimental to 
control populations). 
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 Experimental Control 

Genotype RI ± SEM N Percent 
Rhythmicity RI ± SEM N Percent 

Rhythmicity p-value Biological 
Replicates 

miR-79-SP 0.25 ± 0.03 18 50.00 0.47 ± 
0.04 20 80.00 <0.0001 2 

miR-79-SP 
(2) 0.25 ± 0.02 16 50.00 0.44 ± 

0.03 26 84.62 0.0002 2 

miR-210-SP 0.28 ± 0.02 25 44.00 0.51 ± 
0.02 32 90.63 <0.0001 2 

miR-263b-
SP 0.24 ± 0.03 20 60.00 0.55 ± 

0.02 31 96.77 <0.0001 2 

miR-274-SP 0.31 ± 0.03 20 65.00 0.48 ± 
0.02 25 96.00 <0.0001 2 

miR-281-1-
SP 0.30 ± 0.03 23 60.87 0.53 ± 

0.03 30 96.67 <0.0001 2 

miR-285-SP 0.32 ± 0.02 21 52.38 0.49 ± 
0.03 27 92.59 <0.0001 2 

miR-304-SP 0.28 ± 0.02 31 51.61 0.50 ± 
0.02 30 96.67 <0.0001 2 

miR-305-SP 0.27 ± 0.02 44 54.41 0.51 ± 
0.02 44 90.00 <0.0001 4 

miR-309-SP 0.28 ± 0.02 35 57.14 0.51 ± 
0.02 44 97.73 <0.0001 2 

miR-310-SP 0.26 ± 0.03 34 57.14 0.50 ± 
0.02 39 94.74 <0.0001 4 

miR-317-SP 0.29 ± 0.03 22 57.14 0.51 ± 
0.02 37 100.00 <0.0001 4 

miR-927-SP 0.27 ± 0.03 28 53.57 0.51 ± 
0.02 36 97.22 <0.0001 2 

miR-963-SP 0.28 ± 0.03 26 53.85 0.49 ± 
0.02 30 96.67 <0.0001 2 

miR-967-SP 0.25 ± 0.03 25 56.00 0.45 ± 
0.02 45 93.33 <0.0001 3 

miR-971-SP 0.28 ± 0.04 23 60.87 0.51 ± 
0.02 31 100.00 <0.0001 2 

miR-981-SP 0.32 ± 0.02 41 67.39 0.50 ± 
0.02 41 95.65 <0.0001 3 

miR-990-SP 0.28 ± 0.04 13 60.00 0.47 ± 
0.02 29 92.50 <0.0001 3 

miR-992-SP 0.34 ± 0.02 67 67.16 0.52 ± 
0.01 75 96.00 <0.0001 4 

miR-994-SP 0.24 ± 0.02 28 32.14 0.45 ± 
0.02 30 100.00 <0.0001 2 

miR-iab-4-
3p-SP 0.31 ± 0.03 26 65.38 0.45 ± 

0.02 30 96.67 0.0002 2 
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 Experimental Control 

Genotype RI ± SEM N Percent 
Rhythmicity RI ± SEM N Percent 

Rhythmicity p-value Biological 
Replicates 

miR-33-SP 0.39 ± 0.04  14 92.86 0.40 ± 
0.03 13 92.31 NS 1 

miR-315-SP 0.49 ± 0.03 14 100.00 0.52 ± 
0.02 16 100.00 NS 1 

Scramble-
SP 0.49 ± 0.02 45 97.78 0.54 ± 

0.02 32 100.00 0.0009 2 

repoGal4* 0.52 ± 0.03 14 100.00      
 
Table 3.1: Expression of 20 miR-SPs in glia results in decreased rhythmicity. 
Twenty miRNAs for which glial miR-SP-mediated inhibition resulted in decreased 
rhythmicity. miR-33-SP, miR-315-SP and scramble-SP were included as examples of 
miR-SPs with no effect on rhythmicity. Significance was determined using a two-tailed 
Student’s t-test; p-values for each set of experiments are listed. *repoGal4 was included 
as a control in every behavioral experiment. Listed is a representative result.  
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     My interest in astrocytes stems from previous work that determined manipulation of 

vesicle recycling in astrocytes and not other glial subtypes disrupted behavioral rhythms 

(Ng et al., 2011). However, this does not preclude the other glial subclasses from 

functions relating to locomotor rhythmicity. Ensheathing glia enwrap major brain 

structures, and are neuropil associated, although not closely associated with synapses 

(Doherty et al., 2009). Cortex glia surround neuronal cell bodies and thus are in prime 

location to modulate neuronal cell body function (Awasaki et al., 2008).     

     I performed a secondary screen of these candidate miRNAs to assess whether any of 

them function specifically in astrocytes. I used the astrocyte-specific drivers alrm-Gal4 

and eaat1-Gal4 (combined with elav-Gal80 to inhibit any neuronal Gal4 expression) to 

express miR-SPs in astrocytes (Table 3.2). A subset of experiments is shown in Fig. 3.3, 

showing astrocyte expression of some but not all of the candidate miR-SPs also 

decreased rhythmicity. Astrocyte inhibition of miR-990 significantly decreased 

rhythmicity (Fig. 3.3, Table 3.2). miR-990 is predicted to target complexin (cpx), a 

SNARE-binding protein that functions like a fusion clamp to regulate vesicle release 

(TargetScan) (Huntwork and Littleton, 2007). It is possible that increased abundance of 

CPX may interfere with signals released by glia to communicate with neurons.  

 
  



	 44	

 

Figure 3.3: Astrocyte specific inhibition of candidate miRNAs.  
Candidate miR-SPs were screened for effects in astrocytes using alrm-Gal4 (A) or elav-
Gal80, eaat1-Gal4 (E). Results are mean ± SEM, two-tailed Student’s t-test, p<0.05. 
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Experimental 

 
Control 

  

Genotype RI ± SEM N %R RI ± SEM N %R p-value 

E>UAS-miR-79 SP 0.46 ± 0.04 15 86.67 0.55 ± 0.02 29 100.00 0.0418 
A>UAS-miR-79 (2) SP 0.48 ± 0.03 16 100.00 0.58 ± 0.02 16 100.00 0.0095 
E>UAS-miR-210 SP 0.54 ± 0.02 15 100.00 0.59 ± 0.03 15 92.31 0.0296 

A>UAS-miR-263b SP 0.29 ±0.03 26 76.92 0.62 ± 0.02 14 100.00 <0.0001 
E>UAS-miR-274 SP 0.37 ± 0.02 54 66.67 0.58 ± 0.01 63 100.00 <0.0001 

A>UAS-miR-281-1 SP 0.38 ± 0.04 13 84.62 0.58 ± 0.03 16 100.00 0.0007 
E>UAS-miR-285 SP 0.35 ± 0.03 19 68.42 0.55 ± 0.01 42 97.62 <0.0001 
E>UAS-miR-304 SP 0.39 ± 0.04 10 92.86 0.42 ± 0.03 11 83.33 NS 
E>UAS-miR-305 SP 0.45 ± 0.02 42 88.10 0.56 ± 0.02 45 93.33 0.0104 
E>UAS-miR-309 SP 0.31 ± 0.02 40 60.00 0.49 ± 0.02 47 97.87 <0.0001 
E>UAS-miR-310 SP 0.38 ± 0.04 14 85.71 0.43 ± 0.03 16 100.00 NS 
E>UAS-miR-317 SP 0.47 ± 0.04 16 81.25 0.59 ± 0.02 28 100.00 0.0170 
E>UAS-miR-927 SP 0.45 ± 0.05 12 91.67 0.52 ± 0.04 11 100.00 NS 
A>UAS-miR-963 SP 0.26 ± 0.03 15 66.67 0.37 ± 0.04 14 92.86 0.0357 
E>UAS-miR-967 SP 0.34 ± 0.03 16 81.25 0.51 ± 0.03 12 91.67 0.0008 
E>UAS-miR-981 SP 0.34 ± 0.02 44 70.45 0.50 ± 0.02 44 100.00 <0.0001 
E>UAS-miR-990 SP 0.23 ± 0.04 12 50.00 0.54 ± 0.03 12 100.00 <0.0001 
E>UAS-miR-992 SP 0.40 ± 0.03 28 75.00 0.56 ± 0.02 30 96.67 0.0003 
E>UAS-miR-994 SP 0.34 ± 0.03 28 82.14 0.46 ± 0.03 30 96.67 0.0017 

E>UAS-miR-iab-4-3p SP 0.38 ± 0.04 15 80.00 0.44 ± 0.04 11 90.91 NS 
 
Table 3.2: Astrocyte-specific inhibition of candidate miRNAs 
Candidates from the preliminary screen were tested for astrocyte-specific effects using 
alrm-Gal4 (A) or elav-Gal80, eaat1-Gal4 (E).    
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3.2 miR-263b and miR-274 regulate circadian behavior in adult astrocytes 

	
3.2.1 Glial cell-specific inhibition of miR-263b or miR-274 results in decreased 

rhythmicity 

     Earlier studies identified miR-263b as a cycling miRNA under clock control (Yang et 

al., 2008). I found that inhibition of miR-263b specifically in glial cells significantly 

decreased rhythmicity compared to both the UAS-miR-SP control and the repo-Gal4 

control (Kruskal-Wallis test; p<0.0001; Fig. 3.4 A-B). In unpublished studies, the 

Jackson lab previously found that a second candidate, miR-274, exhibited circadian 

rhythms in abundance in pharate adult flies (Y. Huang and F.R. Jackson, unpublished 

results), indicative of a role in circadian behavior. miR-274 was also previously identified 

as present in TIM positive clock cells (Kadener et al., 2009). Similar to results with miR-

263b, glial inhibition of miR-274 resulted in significantly decreased rhythmicity 

compared to UAS and Gal4 controls (Kruskal-Wallis test; p<0.0001; Fig. 3.4 A). To 

track miR-SP expression, experimental and control brains were dissected and imaged for 

mCHERRY expression (Fig. 3.4 C). 

     As miR-SP inhibition of miRNA function is predicted to result in increased expression 

of target RNAs, I wondered if overexpression of miRNAs – which should decrease target 

abundance – would also result in altered behavioral rhythmicity. Indeed, recent studies on 

miR-276a demonstrated that either increased or decreased miR-276a abundance altered 

behavioral rhythmicity (Chen and Rosbash, 2016). MicroRNA overexpression might 

result in enhanced or decreased rhythmicity depending on the function of the particular 

target RNA. Certain targets might be required in optimal amounts, for example, resulting 
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in arrhythmicity with either increased or decreased function. Using the same pan-glial 

driver (repo-Gal4), I found that overexpression of miR-263b (using a UAS-miR-263b 

transgene) significantly decreased RI and percent rhythmicity (Student’s t-test; p<0.0001; 

Fig. 3.4 D).  This suggests that expression of at least one miR-263b target is required at 

optimal levels for normal circadian behavioral rhythms. Unfortunately, glial 

overexpression of miR-274 throughout development was lethal (data not shown, see Fig. 

3.11 for adult overexpression), suggesting that the function of at least one of its targets is 

essential in glia for survival.  

     I also asked if the observed behavioral phenotype was a glia-specific effect. To answer 

this question, I used a neuron-specific Gal4 (nSyb-Gal4) to inhibit miR-263b or miR-274 

in neurons. Inhibition of either miRNA in neurons did not result in significantly 

decreased rhythmicity when compared to the corresponding UAS-miR-SP control (Fig. 

3.5). These results indicate a glial-specific function for these miRNAs in the context of 

circadian behavior.  
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Figure 3.4: Glial manipulation of miR-263b or miR-274 alters rhythmicity.  
A) Pan-glial expression of miR-263b-SP or miR-274-SP decreased rhythmicity compared 
to UAS-miR-SP and repoGal4 controls. RI value (Left) results shown are individual flies 
with mean ± SEM, n=20-46; Kruskal-Wallis Test (p<0.0001) with Dunn’s Multiple 
Comparison Test, *p<0.05; **p<0.01; ****p<0.0001. Percent rhythmicity for the 
population is depicted on the right. B) Representative DD activity plots (actograms) for 
individual flies of each genotype in miR-263b-SP experiments. ND refers to not 
determinable. C) Representative images of mCHERRY expression of repo>miR-263b-SP 
and repo>miR-274-SP and their respective controls. D) Glial overexpression of miR-
263b decreased rhythmicity relative to the UAS-miR-263b control. Results are individual 
flies with mean ± SEM, n=28-46 (2 biological replicates), two-tailed Student’s t-test, 
****p<0.0001.  
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Figure 3.5: Neuronal expression of miR-263b-SP or miR-274-SP does not significantly 
affect circadian behavior.  
nSyb-Gal4 was used to express miR-263b-SP (A) or miR-274 SP (B) in neurons. The 
mean RI for flies carrying only the nSyb-Gal4 driver differs from RIs for nSyb>miR-SP 
and miR-SP (UAS only) populations but there is no significant difference between 
nSyb>miR-SP and miR-SP populations. Results for miR-263b-SP are individual flies 
with mean ± SEM with n=20-31, Kruskal-Wallis test (p=0.0004) with Dunn’s multiple 
comparison test, *p=0.036, *** p=0.004 (nSyb>miR-263b-SP vs. miR-263b-SP, 
p=0.822). Results for miR-274-SP are individual flies with mean ± SEM with n=8-26, 
One-way ANOVA (p=0.001) with Tukey’s multiple comparison test, **p<0.01 
(nSyb>miR-274-SP vs. miR-274-SP, p=0.964; nSyb>miR-274-SP vs.nSyb, p=0.001; 
miR-274-SP vs. nSyb, p=0.002). 
 

	  

A	

B	
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3.2.2 Global knockout of miR-263b and miR-274 results in decreased rhythmicity 

          To assess the specificity of the miR-263b- and miR-274-SPs, I utilized recently 

described knockout strains for both miRNAs (Y.-W. Chen et al., 2014). For either 

miRNA knockout, mean RI was significantly decreased compared to controls (Student’s 

t-test; p<0.0001; Fig. 3.6 A-B), and the distributions of RI values were visually different 

in knockouts versus controls. Percent rhythmicity was decreased only slightly for the 

mutants (for miR-263b, 82% for knockout versus 98% for control; for miR-274, 78% for 

knockout and 99% for control); however, many “rhythmic” knockout flies had 

significantly reduced RI indicative of weak rhythmicity. This seemingly weaker effect of 

a knockout, relative to sponge expression, may be due to compensation that occurs as a 

consequence of miRNA loss-of-function throughout development. I also performed 

experiments using mutant strains outcrossed for 4 generations and obtained similar albeit 

less severe effects (Fig. 3.6 C). Thus, phenotypes for a miRNA knockout are similar to 

those observed with miR-SP expression, indicative of specificity. While I did not 

anticipate the less severe effects of the outcrossed strains, it is possible these strains may 

have acquired suppressors to adapt to the mutation.  
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Figure 3.6: Global knockout of miR-263b and miR-274 results in decreased rhythmicity.   
Both miR-263b (A) and miR-274 (B) knockout flies had decreased robustness of 
rhythmicity when compared to heterozygous controls. Controls were generated by 
crossing mutant strains to w1118 flies. Results are individual flies with mean ± SEM, 
n=50-69, two-tailed Student’s t-test, ****p<0.0001. C) Experiments for both miRNA 
knockouts were repeated with strains outcrossed for four generations. Results are 
individual flies with ± SEM, n=34-43, two-tailed Student’s t-test, *p<0.05, ***p<0.001.   

A B 

C 
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3.2.3 Inhibition of miR-263b or miR-274 does not result in altered clock or glial cell 

development 

     As miRNAs often function in the context of development, I next asked if the observed 

behavioral phenotype was the result of altered clock cell development. To examine the 

entire circadian circuit, I stained for the core clock protein PERIOD (PER) at four 

different time points to determine whether cells expressing PER were present and 

whether there was altered cyclic expression of PER. As shown in Fig. 3.7 A, repo-

Gal4>UAS-miR-274-SP (experimental) and UAS-miR-274-SP (control) brains exhibited 

similar PER immunoreactivity for the LNVs, dorsal lateral neurons (LNDs) and dorsal 

neurons (DNs) at CT0, the high point of PER abundance. Both showed similar reductions 

in immunosignal at CT6 relative to CT0, indicative of normal cycling in both genotypes 

(Fig. 3.7 A; n=6-8 hemispheres). At CT12 and CT18, I observed low or absent 

immunosignal in both experimental and control genotypes (Fig. 3.7 A), and did not see 

detectable signal in all PER-containing cells. Therefore, I was not able to quantify 

abundance of the protein at its nadir. Nonetheless, these results indicate that PER 

abundance and cycling are normal in miR-274-SP-expressing flies. Similar results were 

obtained with pan-glial expression of miR-263b-SP (Fig. 3.8 A).  

     I next examined PDF, as it is the principle circadian transmitter in Drosophila, and its 

rhythmic secretion from the ventral lateral neurons (LNvs) is important for maintenance 

of rhythmicity (Klose et al., 2016; Shafer and Yao, 2014). However, comparison of PDF 

staining between experimental and control brains did not reveal any gross differences in 

peptide immunoreactivity or s-LNv projection morphology (Fig. 3.7 B, Fig. 3.8 B n=3). 
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Given these results, it is unlikely that the observed decreased rhythmicity is a result of 

altered clock cell development.  

     I also asked whether glial expression of these miR-SPs altered glial cell development. 

To assess this, I examined glia of experimental and control brains using a REPO 

antibody, which stains all glia of the adult brain. I detected no gross differences between 

brain types. In addition, I counted large optic lobe glial cells of both experimental and 

control brains and found no significant differences in the number of REPO positive cells 

with either miR-274-SP or miR-263b-SP expression (Student’s t-test; p=0.636, Fig. 3.7 

C; p=0.109, Fig. 3.8 C). I also examined synaptic neuropil regions – which contain 

astrocytic processes – of miR-263b-SP- and miR-274-SP-expressing brains.  To 

accomplish that, I performed antibody staining against the GABA Transporter (GAT), 

which is specific for astrocytes (Stork et al., 2014). For each brain, I selected an ROI at 

approximately equivalent depth through the brain and measured pixel intensity. There 

was no significant difference in staining intensity between experimental and control 

brains (Student’s t-test; p=0.754, Fig. 3.7 D; p=0.908, Fig. 3.8 D). From these 

experiments I conclude that glial expression of miR-274-SP or miR-263b-SP does not 

result in obvious changes in clock neuron or glial cell development. Furthermore, flies 

expressing the miR-274-SP or miR-263b-SP had seemingly normal viability and lived for 

several weeks (the course of an activity experiment). As I previously showed that severe 

perturbations of glial cells result in lethality within four days (Ng et al., 2011, 2016), it 

seems unlikely that glial cell physiology is severely impacted in sponge-expressing 

animals. 

  



	 55	

 
 
 
  



	 56	

Figure 3.7: Glial manipulation of miR-274 does not alter clock neuronal morphology, 
glial cell number or GAT immunostaining intensity  
A) Maximum z-projections for experimental (repo>miR-274-SP) and control (miR-274-
SP) brains stained for PER at CT0, CT6 CT12 and CT18. Major groups of clock neurons 
cells are circled in the CT0 images including the DNs (top 2 circles), the LNds (middle) 
and LNvs (bottom). Graphs depict signal intensity for each group of clock neurons at CT0 
and CT6 time points. Results are mean pixel intensity ± SEM, n=6-8 hemispheres for 
each group. B) Maximum z-projections of confocal images for experimental or control 
brains stained for PDF. n=3 brains for each group. C) Confocal images depicting REPO 
staining. Images were acquired for quantification of REPO positive glial cells in 
experimental and control flies. A maximum z-projection of a substack spanning the depth 
of the giant glial cells of the optic lobe was created to clearly visualize those cells. For 
both experimental and control brains, the giant glia cells of the optic lobe were counted 
(graph). Values in histograms represent mean ± SEM; n=3 brains for each group (two-
tailed Student’s t-test, p=0.636). D) Confocal images depicting GAT staining. Optical 
sections in approximately equivalent anatomical depth (the point at which the glial cells 
of the optic lobe form a single row) were selected for GAT staining quantification. For 
each section, an ROI (outlined in yellow) was drawn around the inner optic lobe for 
fluorescence quantification. Values in histograms represent mean pixel intensity ± SEM; 
n=5 brains for each group (two-tailed Student’s t-test, p=0.755). All mages were acquired 
with a 40X objective with 2 µm optical z-steps. Scale bar = 50 µm.  
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Figure 3.8: Glial manipulation of miR-263b does not significantly alter clock neuronal 
morphology, glial cell number or GAT immunostaining intensity. 
A) Maximum z-projections for experimental (repo>miR-263b-SP) and control (miR-
263b-SP) brains stained for PER at CT0, CT6 CT12 and CT18. Major groups of clock 
neurons cells are circled in the CT0 images including the DNs (top 2 circles), the LNds 
(middle) and LNvs (bottom). Graphs depict signal intensity for each group of clock 
neurons at CT0 and CT6 time points. Results are mean pixel intensity ± SEM, n=3-9 
hemispheres for each group. B) Maximum z-projections of experimental and control 
brains stained for PDF. n=3 for each group. C) Confocal images depicting REPO 
staining. Images were acquired for quantification of REPO positive glial cells in 
experimental and control flies. A maximum z-projection of a substack spanning the depth 
of the giant glial cells of the optic lobe was created to clearly visualize those cells. For 
both experimental and control brains, the giant glia cells of the optic lobe were counted 
(graph). Values in histograms represent mean ± SEM; n=3 brains for each group (two-
tailed Student’s t-test, p=0.109). D) Confocal images depicting GAT staining. Optical 
sections in approximately equivalent anatomical depth (where the glial cells of the optic 
lobe form a single row) were selected for GAT staining quantification. For each section, 
an ROI was drawn around the inner optic lobe for fluorescence quantification. Values in 
histograms represent mean pixel intensity ± SEM; n=5-6 brains for each group (two-
tailed Student’s t-test, p=0.908). All images were acquired with a 40X objective with 2 
µm optical z-steps. Scale bar =50 µm. 
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3.2.4 miR-263b and miR-274 have circadian functions in adult astrocytes 

     In previous studies, the Jackson lab found that the astrocyte class of glial cells is 

important for regulation of the circadian circuit (Ng et al., 2011). Given that finding, I 

wished to determine if any of my candidate miRNAs were required in astrocytes for 

circadian behavior. Using astrocyte-specific drivers, I identified a number of miR-SPs 

that resulted in significantly decreased rhythmicity (>30%) as assessed by RI value (Fig. 

3.3, Table 3.2). For several other miRNAs, there was no effect of sponge expression in 

astrocytes, suggesting they might be required in other glial classes (i.e., cortex, 

ensheathing or surface glia).  

     Two different miR-SPs – miR-263b and miR-274 – had robust and reproducible 

effects on rhythmicity when expressed in glial astrocytes. To ask whether miR-263b or 

miR-274 was required in mature astrocytes, I utilized the temporal and regional gene 

expression targeting (TARGET) system (McGuire et al., 2004) to temporally restrict 

miR-SP expression to development or adulthood. This system employs a temperature 

sensitive Gal4 inhibitor, Gal80ts, to restrict Gal4 activity at low temperature but allow 

activity at high temperature. In my studies, I utilized the alrm-Gal4 driver, which is 

specific for astrocytes. In a first set of experiments, tubulin-Gal80ts, alrm-Gal4>2X UAS-

miR-263b-SP (experimental) and UAS-miR-263b-SP (control) flies were reared at 23°C 

to inhibit Gal4 activity. The behavior of experimental and control flies was then assessed 

at 23°C to determine if Gal4 activity was sufficiently inhibited. I found no significant 

difference between experimental and control groups (left bars, Student’s t-test; p=0.215; 

Fig. 3.9 A; Table 3.3). I next assessed rhythmicity in both groups when flies were reared 

and entrained to LD at 23°C, but then monitored in DD at 30°C. In those conditions, 
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there was significantly decreased rhythmicity in the miR-263b-SP-expressing flies 

compared to UAS-miR-263b-SP controls (middle bars, Student’s t-test; p<0.0001; Fig. 

3.9 A; Table 3.3). Finally, I performed the reverse experiment, rearing flies at 30°C and 

then monitoring activity at 23°C, so that miR-263b-SP was expressed throughout 

development but not in adulthood. After rearing, activity was monitored during 

entrainment and in DD at 23°C, conditions in which miR-263b-SP expression ought to be 

repressed. In this case, both experimental and control flies were rhythmic in DD, 

indicating that miR-263b is not required during development but rather functions in adult 

astrocytes (right bars, Student’s t-test; p=0.132; Fig. 3.9 A, Fig. 3.10 C, Table 3.3). I 

performed an identical set of studies using the miR-274-SP strain, with similar results 

(Fig. 3.9 B; Table 3.3). I note that conditional astrocyte expression of several other miR-

SPs identified in the primary screen did not affect rhythmicity, suggesting a specific 

requirement for miR-263b and miR-274 in adult astrocytes. 

     To ensure that these acute manipulations did not result in glial cell death, I counted the 

number of REPO-positive cells in the optic lobe of flies kept at 30°C (experimental) and 

at 23°C (control). There were no significant differences in the number of cells between 

experimental and control groups with expression of either miR-263b-SP (Student’s t-test; 

p=0.154; Fig. 3.10 A) or miR-274-SP (Student’s t-test; p=0.546; Fig. 3.10 B). These 

results strongly support the idea that miR-263b and miR-274 have physiological 

functions relevant for rhythmicity in adult astrocytes. 
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Figure 3.9: Conditional, adult inhibition of miR-263b or miR-274 in astrocytes results in 
decreased rhythmicity.  
Adult astrocyte expression of the miR-SP transgene was accomplished using tubulin-
Gal80ts, alrm-Gal4>miR-SP (TA) flies. In one set of experiments (23°C > 30°C, 3rd and 
4th columns), the expression of miR-263b-SP (A) or miR-274-SP (B) was inhibited 
throughout development and during LD. Temperature was raised to 30°C during DD to 
effect miR-SP expression. In an independent set of experiments (30°C > 23°C, 5th and 6th 
columns), crosses were reared at a temperature permitting expression of miR-SPs, but 
then temperature was reduced to inhibit Gal4 activity. To control for temperature, 3rd set 
of experiments were performed with crosses reared and kept at 23°C to inhibit miR-SP 
expression during development and the behavior run (23°C, 1st and 2nd columns). Results 
are individual flies with mean ± SEM, two-tailed Student’s t-test, ****p<0.0001. C) 
Representative actograms for each set of experiments summarized in (B). ND refers to 
not determinable. 
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Figure 3.10: Neither miR-263b-SP nor miR-274-SP conditional adult expression affects 
glial cell number. Conditional adult glial inhibition of miR-263b alters rhythms.  
Images and histograms show comparisons of fly brains of the same genotype (TA>miR-
SP) at 23°C or 30°C. Quantification of REPO-positive cells was accomplished as 
described in Fig. 3.7. Adult inhibition of miR-263b (A) or miR-274 (B) did not result in 
significantly different glial cell number. n=6 for TA>miR-263b-SP brains at both 
temperatures; two-tailed Student’s t-test, p=0.154; n=4 for TA>miR-274-SP brains at 
both temperatures; two-tailed Student’s t-test, p=0.546. C) Representative actograms for 
experiments described in Fig. 3.9 A. ND refers to not determinable. 
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 DD (8 Days) 

Genotype Temperature N RI ± 
SEM 

Percent 
Rhythmicity p-value Replicates 

tubulin-Gal80ts, 
alrm-Gal4> 

2X UAS-miR-
263b-SP 

23°C 30 0.36 ± 
0.02 90 0.215 2 

2X UAS-miR-
263b-SP 23°C 45 0.40 ± 

0.02 96.88   
tubulin-Gal80ts, 

alrm-Gal4> 
2X UAS-miR-

263b-SP 

23°C-30°C 29 0.22 ± 
0.03 55.17 <0.0001 3 

2X UAS-miR-
263b-SP 23°C-30°C 43 0.38 ± 

0.02 95.35   
tubulin-Gal80ts, 

alrm-Gal4> 
2X UAS-miR-

263b-SP 

30°C-23°C 13 0.33 ± 
0.03 100 0.132 1 

2X UAS-miR-
263b-SP 30°C-23°C 14 0.40 ± 

0.03 100   

 tubulin-Gal80ts, 
alrm-Gal4> 

2X UAS-miR-
274-SP 

23°C 26 0.37 ± 
0.02 88.46 0.091 2 

2X UAS-miR-
274-SP 23°C 31 0.42 ± 

0.02 100   
tubulin-Gal80ts, 

alrm-Gal4> 
2X UAS-miR-

274-SP 

23°C-30°C 64 0.21 ± 
0.02 51.56 <0.0001 3 

2X UAS-miR-
274-SP 23°C-30°C 60 0.41 ± 

0.02 96.61   
tubulin-Gal80ts, 

alrm-Gal4> 
2X UAS-miR-

274-SP 

30°C-23°C 14 0.34 ± 
0.01 78.57 0.108 1 

2X UAS-miR-
274-SP 30°C-23°C 15 0.41 ± 

0.02 100   
 

Table 3.3: Conditional astrocyte expression of miR-SPs 
Conditional astrocyte expression of miR-263b-SP or miR-274-SP alters activity rhythms. 
A two-tailed Student’s t-test was employed to determined significance; p-values for each 
set of experiments are listed. 
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3.2.5 Adult-specific overexpression of miR-274 results in decreased rhythmicity 

     Since glial overexpression of miR-274 throughout development resulted in lethality, I 

utilized the aforementioned TARGET system to manipulate astrocyte miR-274 

abundance in adult flies. Flies were reared and entrained at 23°C prior to transfer to 30°C 

for assessment of behavior in constant dark conditions. Adult, astrocyte-specific 

overexpression of miR-274 resulted in significantly decreased rhythmicity compared to 

the UAS control (Student’s t-test; p<0.01; Fig 3.11). Thus, overexpression of either miR-

263b (Fig. 3.5 C) or miR-274 results in arrhythmicity, and this predicts that a knockdown 

of a target RNA will also result in arrhythmic behavior. 

 
 

 

Figure 3.11: Conditional overexpression of miR-274 in astrocytes results in decreased 
rhythmicity.  
Overexpression of miR-274 was done using alrm-Gal4, tub-Gal80ts>miR-SP (TA). Flies 
were raised at 23°C and entrained at 23°C before transfer to 30°C for assessment of DD 
behavior. Results are individual flies with mean ± SEM, n=28-30, two-tailed Student’s t-
test, p<0.01. 
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3.2.6 Identification of putative miRNA targets 

     To search for RNA targets of miR-263b and miR-274, I first utilized target prediction 

algorithms (TargetScan-FLY and DIANA microT-CDS) (Paraskevopoulou et al., 2013; 

Reczko et al., 2012; Ruby et al., 2007). For both miRNAs, I compiled a list of potential 

targets from the combined predictions of both programs. I then compared that list to one 

derived from an earlier cell type-specific profiling studies that defined transcripts with 

expression enriched in astrocytes (Huang et al., 2015). I identified RNAs in astrocytes 

that were predicted to be targets of either miRNA, based on the analyses by TargetScan 

or DIANA. 

     Based on my results with miRNA overexpression, I predicted that decreased RNA 

target abundance would perturb rhythmicity. Therefore, I performed RNA interference 

(RNAi)-based screens to identify predicted astrocyte target RNAs that function in 

circadian behavior. Altogether, I examined 12 and 20 putative targets for miR-263b and 

miR-274, respectively and one putative target of both miRNAs (Table 4.2). For these 

screens, I utilized existing collections of UAS-RNAi strains that represent nearly all 

genes of the fly genome. When possible, I screened each of my putative targets using 

multiple RNAi lines. Similar to the miR-SP screen, I crossed each UAS-RNAi strain to 

w1118 flies (control) or to those carrying the pan-glial repo-Gal4 driver (experimental). 

Activity data were collected and analyzed for both experimental and control flies as 

previously described.  The screen of putative miR-263b targets did not yield candidate 

target RNAs; all RNAi-expressing flies had normal rhythmicity (Table 3.4). Similarly, 

most flies expressing RNAi targeting predicted miR-274 gene targets had normal 

rhythms (Table 4.2). However, RNAi-mediated knockdown of two potential miR-274 
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targets, CG4328 and MESK2, resulted in significantly decreased rhythmicity. Glial 

expression of two different RNAi transgenes targeting CG4328, a predicted LIM-

homeodomain transcription factor, resulted in significantly decreased rhythmicity, 

relative to the UAS-RNAi control (Student’s t-test; p<0.0001; Fig. 3.12 A). Similarly, 

glial knockdown of MESK2 using either of two different RNAi transgenes also decreased 

rhythmicity (Student’s t-test; p<0.0001; Fig. 3.12 B). MESK2, known to regulate 

Ras/ERK signaling, and has homology with mammalian NDRG2, a gene with astrocyte-

specific expression.  

     I examined MESK2 RNA in flies overexpressing miR-274 to determine if transcript 

levels were decreased by miRNA expression. I used a pan-glial driver (repo-Gal4) to 

overexpress miR-274 in all glial cells. As this genotype is lethal before eclosion, I 

collected RNA from pupae (pharate adults) from the experimental cross and from UAS 

controls. Although there was a trend towards decreased MESK2 transcript levels for 

miR-274-expressing populations – suggesting altered RNA abundance – this effect was 

not statistically significant (n=4-7, Fig. 3.12 E). 
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miR-263b 
Gene RNAi Line Effect on DD Rhythmicity 

Tsp5D v45739 No Effect 

 v45740 No Effect 

 BL41681 No Effect 
CG31345 BL61911 No Effect 

 v104444 No Effect 
Pex19 BL50702 No Effect 

 v100746 No Effect 
CG9951 v36172 No Effect 

 v109399 No Effect 
CDase BL36764 No Effect 
Ced-12 v10455 No Effect 

 v107590 NA 

 BL58153 No effect 

 BL28556 No effect 
x16 v31203 No Effect 

 v100226 No Effect 

 BL55642 No Effect 

 BL51468 No Effect 
bbc BL50535 No Effect 

 BL57704 No Effect 

 v7988 No Effect 

 v7989 No Effect 

 v110371 No Effect 
CG9649 BL55200 No Effect 

 v11766 NA 

 v100194 No Effect 
CG8078 v11107 No Effect 

 v104409 No Effect 
Treh BL51810 NA 

 BL50585 NA 

 v30730 NA 

 v30731 No Effect 
CG14229 BL60447 No Effect 

 v109487 No Effect 

   miR-274 
Gene RNAi Line Effect on DD Rhythmicity 

CG7927 v22627 No Effect 

 v108125 No Effect 
opa BL34706 No Effect 

 v51292 No Effect 

 v101531 NA 
MESK2 BL29380 Decreased Rhythmicity 

 v19536 Decreased Rhythmicity 

 v105492 NA 



	 70	

CG5068 v27352 NA 

 v105759 No Effect 
smid v35965 No Effect 

 v35967 NA 

 v108178 No Effect 

 BL36808 NA 

 BL35704 NA 
CG6770 v35825 No effect 

 BL27561 No effect 
GstD1 BL36818 no effect 

 v103246 NA 
D1 v7780 No Effect 

 v101946 No Effect 

 BL28616 No Effect 
AdSS v29519 No Effect 

 v29520 No Effect 

 v106314 No Effect 

 BL33993 No Effect 
Gγ1 v28844 NA 

 BL34372 NA 

 BL25934 NA 
I-2 v39053 No Effect 

 v39054 No Effect 

 v101547 NA 

 BL44050 No Effect 
CG3793 v40475 No Effect 

 v105652 No Effect 
CG1552 v48550 No Effect 
GckIII BL31744 No Effect 

 BL41596 No Effect 

 BL57042 No Effect 

 BL35339 NA 

 v22024 No Effect 

 v49558 No Effect 
spir BL43161 No Effect 

 BL61283 No Effect 

 BL30516 Decreased Rhythmicity 

 v107335 No Effect 
Vps4 v35125 NA 

 v35126 NA 

 v105977 NA 

 BL31751 No Effect 
Aats-thr BL42902 No Effect 

 BL34886 NA 

 v7752 No Effect 

 v107265 NA 
CG1907 v1341 No Effect 
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 v1342 No Effect 

 v103359 No Effect 

 BL38998 No Effect 
Aplip1 v50007 No Effect 

 v109501 No Effect 

 BL26024 No Effect 
CG5355 v40588 No Effect 
CG4328 v30516 Decreased Rhythmicity 

 v30517 Decreased Rhythmicity 

 BL27987 Decreased Rhythmicity 
 

Table 3.4: RNAi lines screened for putative miRNA targets 
RNAi strains from either BDSC (BL) or VDRC (v) were screened for effects on 
rhythmicity during DD. Each line was crossed with repoGal4 to drive expression in all 
glial cells. As a control, all lines were also crossed to w1118. CG3793 is a predicted 
target for both miR-263b and miR-274. The behavioral data is listed under miR-274. No 
effect denotes no decreased rhythmicity in DD. NA denotes the experimental cross was 
lethal or semi-lethal.  
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Figure 3.12: Glial knockdown of putative mir-274 targets causes arrhythmicity.  
Glial expression of either of two different CG4328 RNAi transgenes (A) or MESK2 
RNAi transgenes (C) significantly decreased rhythmicity. Results are individual flies 
with mean ± SEM, two-tailed Students t-test, ****p<0.0001. Representative actograms 
for CG4328 (B) or MESK2 (D) knockdown flies and controls for one RNAi stain each. 
ND refers to not determinable. E) MESK2 RNA abundance in pupae with pan-glial 
overexpression of miR-274. Points represent biological replicates, each with 5-10 flies 
per replicate. Horizontal lines are mean ± SEM. 
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3.3 Identification of circadianly translated RNAs in astrocytes 

					For my astrocyte gene-profiling studies, I used a glial driver with expression 

predominantly in astrocytes (eaat1-Gal4). This driver also has expression in cortex glia 

and the T1 lamina neurons of the visual system (Hamanaka and Meinertzhagen, 2010; 

Stork et al., 2012). As such, I included the elav-Gal80 to inhibit Gal4 function in neurons. 

The elav-Gal80, eaat1-Gal4 flies were combined with a transgene containing a tagged 

ribosomal subunit (Huang et al., 2013) to generate flies that express EGFP-L10a 

predominantly in astrocytes. After an entrainment period of at least 4 days, flies were 

collected every four hours during DD1 and DD2 for a total of 12 time points. Using a 

high-affinity EGFP antibody, I performed immunoprecipitation of RNA bound to EGFP-

tagged ribosomes, extracted from head lysates. The RNA was then assessed for quality 

using an Agilent Bioanalyzer. High-quality samples were then converted into RNA-seq 

libraries using the Illumina TruSeq RNA kit for sequencing. Libraries were sequenced 

using a multiplexing strategy, to produce single end, 100 base sequencing reads. In 

collaboration with Dr. Amy Yu, these reads were then mapped to the Drosophila 

reference genome and analyzed for sufficient mapping (≥60%). At this stage, elimination 

of poorly mapped samples was removed, and a single set of time-points was used for 

further analysis.  

3.3.1 Comparison of genes derived from profiling studies using alrm-Gal4 or eaat1-Gal4  

     Previous astrocyte-profiling experiments were performed using the alrm-Gal4 driver, 

which is thought to be specific for astrocytes (Huang et al., 2015; Ng et al., 2016). In 

those studies, flies were collected at a single time point (ZT1). The driver used for the 

present studies (eaat1-Gal4) is predominantly astrocytic with some expression in cortex 
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glia. The two profiling experiments give me the opportunity to investigate which genes 

are high-confidence astrocyte genes. Conversely, genes only expressed in the alrm-Gal4 

set or the eaat1-Gal4 set may reflect astrocyte heterogeneity or the gene expression of 

another glial cell-type. Another possibility is that the gene may be expressed at very low 

levels at the time of the alrm-Gal4 collection (CT1). Genes highly expressed at other 

time-points would thus be excluded. Both sets of profiling experiments were performed 

with elav-Gal80 in the genetic background to exclude expression in neurons. Of the 6712 

genes generated in the alrm-Gal4 experiments and the 7669 genes in the eaat1-Gal4 

experiments, 5200 genes overlap. This suggests the vast majority of genes identified in 

both experiments are high-confidence astrocyte genes. Among the high-confidence 

astrocyte genes are ten clock genes also identified in neuronal profiling studies (Thomas 

et al., 2012) (Table 3.5). 
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Neurons 

elav-Gal4 
(Thomas et al., 2012) 

Astrocytes 
alrm-Gal4 and eaat1-Gal4 

(Huang et al., 2015; Ng et al., 2016; current study) 
per Yes Yes 
tim Yes Yes 
Clk Yes Yes 
cyc Yes Yes 

Pdp1 Yes Yes 
cwo Yes Yes 
vri Yes Yes 
cry Yes Yes 
sgg Yes Yes 
dbt Yes Yes 

 

Table 3.5 TRAP identifies core clock genes in neurons and astrocytes. 
Affinity purification of ribosome-bound RNA extracted from neurons (Thomas et al., 
2012) and astrocytes (Huang et al., 2015; Ng et al., 2016) included the ten listed clock 
genes. 
 

3.3.2 Astrocyte-Specific Expression Profiling Detects Circadianly Translated RNAs 

     The algorithm JTK-CYCLE was used to detect circadian rhythms in ribosome 

associated RNAs (Hughes et al., 2010). This algorithm also calculates period, phase and 

amplitude of cycling transcripts. 724 RNAs with significant circadian changes in 

abundance were identified from the initial analysis. Importantly, the clock genes per, tim, 

vri and cyc were among the genes identified as cycling (Fig. 3.13). Of those 724 cycling 

RNAs, 576 were identified as high-confidence astrocyte genes, and 88 were identified as 

“enriched” in astrocytes compared to total head RNA (Ng et al., 2016) (Fig. 3.14 A). The 

remaining 149 genes are presumed to be genes that cycle in non-astrocyte cells such as 

cortex glia or genes in astrocytes with low expression at CT1. Analysis of molecular 



	 77	

functions and biological processes for genes that cycle in astrocytes was performed using 

DAVID (Fig. 3.14 B, C). As expected from an analysis of cycling genes, circadian 

rhythms were among the overrepresented biological processes (Fig. 3.14 C).  

 

 

 

Figure 3.13: Cycling profile of known clock genes from eaat1-Gal4 gene profiling 
experiments.  
Translational profile of known clock genes per, tim, vri and Clk. The y-axis represents 
normalized read counts. The entire cycle is in constant darkness with the light gray box 
representing “day” and dark gray box representing “night”. p<0.05  
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Figure 3.14: Analysis of RNAs that cycle in fly astrocytes.  
A) 724 genes were statistically identified as cycling using JTK_CYCLE. 576 genes are 
considered high-confidence astrocyte genes. 88 genes were previously identified as 
enriched in astrocytes. B) A pie chart showing overrepresented molecular functions of 
genes that are rhythmically expressed in astrocytes. C) Overrepresented biological 
processes of genes that are rhythmically expressed in astrocytes. Annotations were 
determined using DAVID v.6.8. Only categories with at least five genes are shown. 
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     Using annotations derived from FlyBase (FB2017_06), I manually sorted the list of 

cycling genes for circadian related biological processes (Table 3.6). 15 genes were 

identified in this manner including the clock genes per, tim, vri and Pdp1. Also identified 

was ebony, a previously studied glial cycling gene with relevance for circadian behavior 

(Fig. 3.15 A). Four of these genes function in the extracellular space, making them 

signaling candidates. Additionally, all four of these genes have similar phases of 

translational cycling (Fig. 3.15 D). I also sorted for genes that may be relevant for cell 

communication and identified a number of vesicle-related components along with 

transporters and their regulators (Table 3.6).    

     Another previously studied cycling astrocyte-enriched gene is Trehalase (Treh), 

which is responsible for converting trehalose into glucose (Fig. 3.15 B). We previously 

found that RNAi knockdown of Treh in glial cells significantly reduces activity level (Ng 

et al., 2016). Thrombospondin (Tsp) is known to be secreted from mammalian astrocytes 

and is involved in synaptogenesis (Christopherson et al., 2005) and response to 

injury(Andresen et al., 2014). Previous studies from the lab indicate that RNAi-mediated 

knockdown of Tsp in glia also reduced activity level (Ng et al., 2016). In this study, I 

found that Tsp also cycles in astrocytes (Fig. 3.15 C). The Jackson Lab previously 

proposed that HDAC6, an astrocyte-enriched cytoplasmic deacetylase, might play an 

astrocyte-specific role in regulating vesicle machinery (Huang et al., 2015). HDAC6 is 

necessary and sufficient for the deacetylation of Bruchpilot, a presynaptic component 

(Miskiewicz et al., 2014). Bruchpilot tethers synaptic vesicles and regulates release. In 

the current profiling study, I found that HDAC6 is also a translationally cycling gene 

(Table 3.6).  
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Figure 3.15: Identification of cycling glial genes.  
Translation profile of known glial genes ebony (A), Treh (B) and Tsp (C). The y-axis 
represents normalized read counts. D) Translational profile of extracellular genes with 
circadian-related biological processes. Read counts were normalized to the counts at CT0 
for all genes. The entire cycle is in constant darkness with the light gray box representing 
“day” and dark gray box representing “night”. 
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GO Terms Genes 

Secretion, Vesicle, 
SNARE, 

Exocytosis, 
Transmitter 

AP-1gamma, car, Syx18, Glt, Csp, MRP, GPHR, CG31729, beta'COP, 
jagn, Dab, CG5484, nemy, Snap29, cpx, Snx6, GAPsec, Rab14, CG7324, 
Gos28, HDAC6, GABPI, SH3PX1, Vps16B, dor, sesB, blot 

Receptor 
Rh2, msn, car, Srp54, sdk, kek4, aos, tkv, pyr, sax, Cul1, stumps, Fak, 
Mmp2, CoRest, Dab, AkhR, Tsp42El, ben, TBPH, pdgy, CG31195, 5-
HT1B, fog, Grip, Med, dor, CG33639, hop, gl 

Circadian e, CG14661, inc, Plc21c, Acer, CG31207, CG5273, per, vri, tim, Pdp1, 5-
HT1B, CG31189, CG7079, gl 

 
Table 3.6: Vesicle-related, receptor-related and circadian-related genes identified as 
cycling in astrocytes 
Genes were annotated with Flybase and sorted for potential glia-neuron signal 
components by looking for related biological process GO terms. Genes highlighted in red 
are located in the extracellular matrix or space.  
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3.3.2 Phases of translation 

     A previous study profiling clock cells revealed two major phases of rhythmic 

translation-during mid-day or mid-night (Huang et al., 2013). These time periods 

correspond to periods of low activity, potentially due to the lower metabolic expenditure 

of these time periods. Similarly, I found two major phases of rhythmic translation in 

astrocytes (Fig. 3.16 A-B). While profiling of clock cells revealed peak translation at CT8 

and CT20, my astrocyte profiling reveals earlier peak translation at CT4 and CT16-18 

(Fig. 3.16 A). The two phases of translation for astrocytes is similar in distribution to the 

two phases observed in the tim-Gal4 studies (Fig. 3.16 C compared to Fig. 3.16 D). These 

two studies stand in contrast to previous reported genome-wide profiling studies that 

showed translation throughout the day (Fig. 3.16 E). A more recent study focused on 

specific groups of clock cells found that the group most important for free-running 

rhythmicity, the LNvs, also have two major phases of translation (Fig. 3.17 A)(Abruzzi et 

al., 2017). In contrast, the rhythmic profiles of the LNds and DN1s have a unimodal 

distribution of translation (Fig. 3.17 B-C) (Abruzzi et al., 2017). I also looked to see what 

the distribution of translation was for the 149 cycling genes that were not considered 

high-confidence astrocyte genes. As previously discussed, this group of genes may 

represent cortex glia or alrm-Gal4 positive astrocytes with low expression at ZT1. I 

observed two major phases of translation, although the second phase contains twice as 

many genes as the first phase (Fig. 3.17 D). 

     The previous study utilized the tim-Gal4 driver, which is also expressed in glial cells 

(Huang et al., 2013).  Surprisingly, there was little overlap between genes determined to 

be cycling in all clock cells and astrocytes. Out of 576 identified genes with rhythmic 
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translation in astrocytes, only 38 were also determined to be cycling in all clock cells. 

The lack of overlap is likely due to the cell-type specificity of the profiling studies. 

Certain genes that cycle in astrocytes may not do the same in other tim-positive cells, and 

therefore some genes that cycle in astrocyte would not have been identified in the tim-

Gal4 experiments. Nevertheless, it is interesting that both profiling studies showed two 

phases of translation given such little overlap between the two lists. 
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Figure 3.16: Protein synthesis in astrocytes occurs in two major phases 
A) Histogram shows time of peak translation for all 576 genes cycling in astrocytes and 
1255 genes cycling in the tim-Gal4 distribution. X-axis depicts the lag time in hours to 
peak translation. B) Heat map of read counts of genes normalized to z-score across two 
days. Genes were arranged based on peak translation. Blue represents higher abundance 
and yellow represents lower abundance. C) Graph depicts time of peak translation for 576 
genes found to cycle. D) Graph depicts time of peak translation for 1255 cycling genes 
identified in Huang et al. 2013 E) Figure depicts peak translation of previously published 
genome-wide studies. The figure is adapted from Fig. S4 of Huang Y, Ainsley JA, 
Reijmers LG, Jackson FR (2013) Translational Profiling of Clock Cells Reveals 
Circadianly Synchronized Protein Synthesis. PLoS Biol 11(11): e1001703. 
doi:10.1371/journal.pbio.1001703. PLOS Biology is an open-access journal.  
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Figure 3.17: Phases of protein synthesis in subgroups of cells 
A) The LNv group of cells has two major phases of translation. The LNd (B) and DN1 (C) 
groups have a single peak of translation. Histograms (A-C) constructed from RNA-seq 
profiles of subgroups of clock cells (Abruzzi et al., 2017). D) The alrm-Gal4 negative, 
eaat1-Gal4 positive cycling genes (potential cortex glia) are translated in two major 
phases, with the second group containing twice as many genes as the first.	  
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Chapter 4: Discussion 
 
4.1 Overview 

     Chronobiologists have long endeavored to untangle the magic of our internal clocks. 

Similar to mechanical clocks, the clocks in our bodies operate through a series of 

molecular gears. We have evolved layer upon layer of control to ensure these clocks run 

on time. In spite of all the redundancy, circadian clocks can still malfunction, and the 

consequences of this dysfunction can be severe. Circadian research has come a long way 

since the initial observations of leaf movements. While much circadian research has 

focused on the neuronal control of rhythmic behavior, the role for glia in these circuits 

was identified in the early days of glial biology (Prolo et al., 2005; Zerr et al., 1990). We 

now know that astrocytes, a subclass of glia, are important for circadian behavior in both 

Drosophila and in mice (Barca-Mayo et al., 2017; Brancaccio et al., 2017; Ng et al., 

2011; Tso et al., 2017). Still, there are many questions remaining about how these cells 

influence behavior. My thesis describes two approaches in an attempt to answer some of 

these questions. 

     In Chapter 3.1, I described the results of a genome-wide miRNA-based screen to 

identify miRNAs with functions relevant for circadian behavior in glial cells. Using 

genetically encoded miRNA inhibitors (miR-SPs) expressed in all glial cells, I performed 

a screen that identified multiple miRNAs with effects on circadian period, entrainment 

and/or activity level. I also identified 20 miRNAs whose inhibition in glial cells resulted 

in decreased rhythmicity in free-running conditions. I postulated that astrocytes would be 

the most likely group of cells responsible for these effects, and repeated my behavioral 

experiments using astrocyte-specific Gal4 drivers. Many, but not all of these candidate 
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miRNAs appear to have rhythmicity related functions in astrocytes. It is likely that other 

glial subclasses also contribute to regulation of circadian behavior. These data are the 

first to describe glial miRNAs relevant for normal circadian behavior. 

     In Chapter 3.2, I describe the in-depth characterization of two miRNAs – miR-263b 

and miR-274. Glial manipulation of both miRNAs decreased rhythmicity without causing 

any obvious defects on clock cell or glial cell development. This effect is specific to glial 

manipulation, as neuronal inhibition of either miRNA did not significantly decrease 

rhythmicity. Importantly, adult-specific inhibition of these miRNAs in astrocytes also 

significantly decreased rhythmicity, suggesting a physiological role in the maintenance of 

normal circadian behavior. I identified two putative RNA targets for miR-274, revealing 

potential mechanisms of action for the miRNA. 

     In Chapter 3.3, I describe the identification of ribosome-bound RNAs with cyclic 

changes in abundance in fly astrocytes utilizing the TRAP technique. Using a genetically 

expressed tagged-ribosomal subunit, I affinity purified ribosome-bound RNAs in 

astrocytes across the first two days of DD. I performed RNA-seq on isolated RNA and 

identified 576 high-confidence genes that cycle in astrocytes. These include many 

expected genes such as known clock and astrocyte genes along with many genes 

uncharacterized in the context of circadian rhythms. This database is the first to describe 

the identity of cycling genes in astrocytes. 

 

4.2 miRNAs in circadian behavior 

     While miRNAs and glia have been separately implicated in the regulation of circadian 

behavior, there are no studies describing roles for glial miRNAs in rhythmicity. I report a 
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screen for miRNAs involved in the glial regulation of circadian behavior. To my 

knowledge, there has not been a published genome-wide screen to assess the function of 

individual miRNAs in regulating circadian behavior. The use of genetically encoded 

miRNA inhibitors, miR-SPs (Fulga et al., 2015), allowed me to test 145 miRNAs for 

loss-of-function circadian phenotypes in glial cells.	

4.2.1 Identification of miRNAs important for glial regulation of circadian behavior  

     My primary screen identified 20 candidate miRNAs whose inhibition in glia decreased 

rhythmicity (Fig. 3.2). Additionally, four miRNAs were associated with altered circadian 

period, one with abnormal entrainment, and 23 with changes in activity level (Fig. 3.1). 

While there is little information about most of these miRNAs, a few of them were 

previously identified in other circadian studies. For example, miR-210, identified in my 

screen, was significantly increased in abundance in cyc01 mutants compared to control 

flies (Yang et al., 2008). The same study also identified miR-263b as an oscillating 

miRNA under clock control. miR-963 was previously identified as part of a cycling 

cluster that regulates innate immunity, metabolism and feeding behavior (Vodala et al., 

2012). A number of my candidate miRNAs were previously identified as being expressed 

in tim-positive cells: miR-274, miR-285, miR-304, miR-305 and miR-317 (Kadener et 

al., 2009). These cells would include a subset of glial cells. While expression in clock 

cells is not a definitive sign of circadian function, it is indicative of potential relevance. 

Most previous studies of miRNAs in Drosophila do not distinguish between nervous 

system cell types. To the best of my knowledge, there is currently no information on the 

distribution of miRNAs in glial cells. 
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4.2.2 Characterization of miR-263b and miR-274 

     I performed detailed studies of two miRNAs: miR-263b and miR-274. miR-263b is a 

conserved miRNA with mammalian orthologs in the miR-183 family (miR-183, miR-96, 

miR-182) (Dambal et al., 2015). Of interest, the miR-183 family, similar to miR-263b, 

was found to exhibit diurnal variation in expression in mouse retina (Xu et al., 2007). 

Human miR-182 is known to target the Clock circadian gene, and a polymorphism in 

miR-182 was found to be associated with insomnia in major depression patients (Saus et 

al., 2010). In Drosophila, Clk was reported to be a potential target of miR-263b, based on 

in silico analysis, suggesting a possible conservation of function (Yang et al., 2008). 

However, I saw no effect on the PER-based molecular oscillator with inhibition of this 

miRNA (Fig. 3.8). This does not preclude the possibility that there may be an effect on 

another clock gene. As I did not observe any period phenotypes, it is more likely that the 

effect of miR-263b is downstream of the core clock. 

     As previously described, miR-263b is under circadian control (Yang et al., 2008), and 

glial inhibition or overexpression of the miRNA resulted in decreased rhythmicity (Fig. 

3.3 A-C). Thus, it is possible that increased or decreased miR-263b disrupts the normal 

cycling of the miRNA, resulting in effects on activity rhythms. In unpublished microarray 

studies on pharate adults, the Jackson lab found that miR-274 also cycles in abundance 

(Y. Huang and F.R. Jackson, unpublished results). Similar to miR-263b, decreased or 

increased function for the miR-274 perturbs rhythmicity (Fig. 3.5 A, Fig. 3.9). 

MicroRNA-274 does not have direct mammalian orthologs but is conserved in 11 species 

of Drosophila, in the silkworm (Bombyx mori) and in the diamondback moth (Plutella 

xylostella) (miRBase).  
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     The pro-apoptotic gene hid was previously identified as a target of miR-263b (Hilgers 

et al., 2010). As the miR-263b-SP disrupts miR-263b function, it was possible that the 

circadian phenotype resulted from cell death and abnormal development. Indeed, 

miRNAs are frequently studied in the context of disease and development, and I was 

concerned that inhibition of miRNAs throughout development might result in altered 

clock cell or glial development. However, I show that neither miR-263b-SP nor miR-274-

SP expression resulted in abnormal development of clock cells as shown by staining for 

PER and PDF (Fig. 3.7 A-B, Fig. 3.8 A-B). Similarly, REPO and GAT distribution and 

abundance are normal in flies expressing these miR-sponges (Fig. 3.7 C-D, Fig. 3.8 C-D). 

These studies do not address whether there are functional differences due to miR-SP 

expression. To ensure that I am studying normal physiological phenomena, I used a 

temperature-sensitive Gal4 inhibitor (Gal80ts) to turn “on” and “off” miR-SP expression 

at different times. Inhibition of either miR-263b or miR-274 during adulthood 

significantly decreased rhythmicity (Fig. 3.9, Fig. 3.10 C). Furthermore, flies with 

inhibition of these miRNAs during development but not during adulthood had normal 

behavioral rhythmicity (Fig. 3.9, Fig. 3.10 C). To ensure the adult-specific manipulation 

did not result in drastic glial cell death, I quantified REPO-positive cells at both “on” 

(30°C) and “off” (23°C) temperatures and found no difference in number (Fig. 3.10 A-

B). 

     There are limited unbiased experimental methods for identifying miRNA target 

RNAs. The majority of the current experimental methods rely on immunoprecipitation of 

AGO-bound RNAs that are cross-linked together. These methods typically require large 

amounts of starting material, as their efficacy is currently low. Thus, I chose to combine 
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the predicted targets of two different programs (TargetScan and DIANA microT-CDS) in 

my analysis. Both programs incorporate how well the miRNA seed matches with a 

putative target. TargetScan also considers conservation while DIANA microT-CDS also 

incorporates a free-energy calculation (Paraskevopoulou et al., 2013; Reczko et al., 2012; 

Ruby et al., 2007). I limited candidate target RNAs to those identified by previous 

profiling studies as having enriched expression in astrocytes (in comparison to total brain 

RNA), as the observed miR-SP phenotypes were due to astrocyte-specific manipulation 

(Fig. 3.3) (Huang et al., 2015). While it is likely that I excluded bona fide targets by 

limiting my screen in this manner, I nonetheless identified at least two miRNAs with 

glia-specific functions affecting rhythmicity. Thus, I think that relevant circadian targets 

of the miRNAs are likely to have enriched astrocyte expression or a specific requirement 

within these glial cells. Due to the availability of RNAi strains directed against nearly 

every gene in the Drosophila genome, I decided to use RNAi to identify miRNA targets. 

Expression of a miR-SP would most likely increase the amount of the RNA target, while 

expression of RNAi would produce the opposite effect. As increased or decreased 

miRNA decreased rhythmicity, it is possible that increased or decreased target gene could 

also decrease rhythmicity. It is also possible that the decreased rhythmicity that is the 

result of miR-SP expression involves a different gene than the decreased rhythmicity due 

to miRNA overexpression. Using RNAi directed against each putative target, I screened a 

total of 35 genes for effects on rhythmicity (Table 3.4).  

     This genetic screen identified two putative targets for miR-274: CG4328 and MESK2 

(Fig. 3.12). Pan-glial inhibition of CG4328 with two different RNAi strains significantly 

decreased rhythmicity (Fig.3.12 A, C). CG4328 encodes a transcription factor with 
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mammalian orthologs: Lmx1a and Lmx1b (FlyBase). CG4328 protein is ~40% identical 

and 55% similar to human LMX1A or LMX1B protein over a stretch of >300 amino 

acids. In addition, CG4328, LMX1a and LMX1b are predicted to have similar structure 

consisting of two LIM-domains followed by a homeodomain. In adult flies, CG4328 has 

a brain-specific pattern of expression, indicative of an adult function (FlyAtlas) 

(Chintapalli et al., 2007). Thus, it is of interest that mammalian LMX1A and B have been 

described as positive regulators of insulin synthesis (German et al., 1992). Consistent 

with such a role for CG4328, the encoded protein is also >50% similar to mouse and 

human insulin gene enhancer protein (ISL-2). Based on homology to LMX1 and ISL-2 

proteins, I propose that CG4328 may be important for regulating genes encoding 

Drosophila insulin-like peptides (dilps) in glial cells. The Jackson lab previously showed 

that adult Drosophila astrocytes express such genes, including dilp6 (Ng et al., 2016), 

whose secretion from glia has been tied to regulation of FOXO transcription factors and 

to dilp2 expression in insulin producing neurosecretory cells (IPCs) of the fly brain 

(Okamoto and Nishimura, 2015). Whereas the regulation of glial dilp genes is not well 

understood, it is known that perturbation of insulin signaling in IPCs is important for 

circadian locomotor activity rhythms. Fly Fragile X protein (FMRP1), for example, 

regulates IPC dilp expression and is required in these cells for normal rhythmicity 

(Monyak et al., 2016). It was also recently reported that DILP2 is expressed in clock 

neurons of the adult fly brain (the LNd and LNv groups) and that deficits for this and 

other DILPs, or the Drosophila insulin receptor, DInR, resulted in reduced sleep (Cong et 

al., 2015). I suggest that CG4328 may affect rhythmicity by altering glial dilp expression 

and glia-neuron signaling.  
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     Independent RNAi transgenes targeting MESK2, another potential miR-274 target, 

also resulted in decreased rhythmicity (Fig. 3.12 B, D). MESK2 was first identified from 

a screen for regulators of Ras (Huang and Rubin, 2000). It has four conserved isoforms in 

mammals known as N-myc downstream-regulated gene (NDRG) proteins. Of particular 

interest, NDRG2 has astrocyte-specific expression (Okuda et al., 2007). Beyond a 

possible regulation of Ras/ERK signaling, there is little known about the role of MESK2 

in Drosophila or mammals. Intriguingly, sleep deprived mice have elevated levels of 

hyper-phosphorylated NDRG2 protein (Suzuki et al., 2013). I attempted to address 

whether miR-274 targets MESK2 by quantifying MESK2 RNA abundance in flies that 

overexpressed miR-274. While there was a trend in decreased MESK2 RNA, the result 

was not significant (Fig. 3.12 E). As I did not isolate glial cells for this experiment, it is 

possible that MESK2 in other cell types masks the effect of miR-274 overexpression. It is 

also possible that MESK2 abundance at the pharate adult stage is different than in the 

adult fly. 

     As miRNAs are capable of having hundreds of targets, it seems likely that any 

manipulation of a miRNA would influence a number of targets simultaneously. Thus, the 

decreased rhythmicity observed in the miR-SP experiments may be the combinatorial 

effect of many genes. Conversely, most genes are targeted by multiple miRNAs. Current 

technical limitations make it difficult to sufficiently inhibit more than one miRNA at a 

time in vivo.  

4.2.3 Future directions for this project 

     The function of miRNAs in regulating circadian behavior resembles a rheostat more 

than a binary on/off switch.  These small RNAs provide another layer of control over our 
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biological clocks, emphasizing the importance of circadian rhythmicity. As there is 

currently very little information on the distribution of miRNAs in glial cells, such studies 

would be hugely informative. A major caveat to these studies is the presumption that 

miR-SPs manipulate endogenous miRNAs and therefore, miR-SPs that altered circadian 

behavior represent miRNAs present in glial cells. To be certain, I can use expression 

profiling of glial cells and use RNA-seq or a microarray assay to determine which 

miRNAs are expressed in glia. In this case, I would mark glial cells using a genetically 

expressed reporter and isolate the cells using FACS. With this approach, I could collect 

glial cells at different time points throughout the day and determine which miRNAs cycle 

in abundance in astrocytes. Inhibition of miRNA function would likely interfere with 

normal miRNA cycling and subsequent translation of the miRNA target, providing an 

avenue for circadian dysfunction (also discussed in Chapter 4.3.5). Of course, it is not a 

necessity for miRNAs with circadian functions to cycle in abundance. For example, miR-

122 targets the circadian deadenylase nocturnin but does not cycle in abundance (Kojima 

et al., 2010). 

     To verify CG4328 and MESK2 as targets of miR-274, 3’ UTR reporter constructs can 

be made for both RNAs. The reporters would contain the 3’ UTR of the miRNA target, 

along with a fluorescent reporter. As a control for specificity, reporters with modified 

(mutated) target recognition sequences in the 3’UTR can be used. If the miRNA targets 

the RNA in question, it would bind to the reporter and cause decreased reporter 

expression and fluorescence. These experiments are most easily performed in vitro by 

transfecting S2 cells with both the 3’UTR reporter and a miR-274 overexpression 

construct. Alternatively, in vivo experiments could be performed by genetic expression of 
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the 3’UTR reporter. Expression of miR-274-SP would increase fluorescence if miR-274 

were present. Similar to the in vitro experiment described above, a reporter with a 

modified target recognition sequence could be used as a control for specificity.  

     Assuming the proposed RNA targets of miR-274 are bona fide targets, two different 

mechanisms are suggested. As CG4328 is implicated in insulin signaling, systematically 

screening components of insulin signaling pathways in glia could prove informative 

given that little is known about their function in glia and insulin signaling is implicated in 

circadian rhythms. Among the list of cycling high-confidence genes in astrocytes are two 

genes – Cul1 and pdgy - involved in insulin signaling. I could also use RNAi directed 

against the dilps that are expressed in astrocytes to determine if any of these peptides are 

signals relevant for circadian behavior. There are eight dilps in the Drosophila genome; 

dilp2 and dilp4 are both considered high-confidence astrocyte genes, as determined by 

expression in both alrm-Gal4 and eaat1-Gal4 profiling experiments. Dilp5 and dilp6 are 

only represented in the alrm-Gal4 translatome. The receptor for insulin-like peptides, 

dInR, could also be examined; it is the only known insulin receptor in Drosophila. While 

abundantly expressed in the nervous system, there is not much information on its 

distribution among specific groups of cells. Locomotor behavior assays on strains with 

dInR RNAi expressed in different groups of clock neurons may give insight to whether 

insulin signaling is important for circadian behavior in those groups of cells.  

     Less is known about MESK2 but given its identification from a study on Ras/ERK 

signaling, analysis of this major signaling pathway would be informative. For example, 

this pathway can be activated through EGFR, which is a high-confidence astrocyte gene 

based on my profiling.  
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     To provide a non-biased method of miRNA target identification, I can perform 

expression profiling using flies that overexpress miR-263b or miR-274. Overexpression 

of miRNAs may result in degradation of RNA targets, and so a comparison of RNA 

abundance between miRNA overexpression flies and background control flies will 

provide a list of probable targets. However, overexpression of miRNAs may create 

unnatural circumstances where miRNA expression is forced in cells that do not normally 

express it. Increased miRNA abundance may also interfere with miRNA processing 

components such as Ago. Inhibition of miRNAs provides another approach to verifying 

targets. Since this manipulation targets endogenous miRNAs, there may be fewer false 

positives. However, miRNA inhibitors do not necessarily result in the decay the miRNA 

targeted, and so it may be difficult to assess the potency of the inhibitor. 

 
4.3 Identification of cycling genes in astrocytes using TRAP 

     This study is the first to identify the rhythmic expression of ribosome-bound RNAs in 

astrocytes. I used the TRAP method to isolate astrocyte-specific, ribosome-bound RNAs 

for RNA-seq. The sequencing of ribosome-bound RNAs is used as a proxy for the 

translational profile of these cells. While we assume this corresponds with amount of 

protein synthesis at the time of collection, it is not a definitive correlation. By restricting 

my profiling to astrocytes, I aimed to identify glial components important for glia-neuron 

communication. The Jackson lab previously used TRAP to profile larval and adult 

astrocytes at a single time point (Huang et al., 2015; Ng et al., 2016). Those studies 

provided information on the molecular makeup of fly astrocytes and found that ~70% of 

genes enriched in adult astrocytes have mammalian orthologs (Ng et al., 2016). Given the 



	 99	

similarities between fly and mouse astrocytes, Drosophila is an attractive model for 

forward genetic screens to study astrocyte function.  

4.3.1 Building the astrocyte circadian translatome 

      I used TRAP to isolate ribosome-bound RNAs from fly astrocytes across the first two 

days of DD after entrainment. The isolated RNAs were then converted into cDNA 

libraries for sequencing. In collaboration with Dr. Amy Yu, the initial analysis identified 

724 genes that express RNAs that cycle in abundance. I asserted that any gene 

represented in both the current study and in the previous astrocyte studies would be 

considered high-confidence astrocyte genes. Therefore, I identified the overlap between a 

previously generated list of astrocyte-expressed genes (using alrm-Gal4) and genes 

identified in the current study (using eaat1-Gal4). I identified 576 high-confidence 

cycling genes in fly astrocytes. Among these genes, importantly, are core clock genes and 

genes known to be expressed in astrocytes (Fig. 3.13 and 3.15). The presence of such 

genes in the list provides confidence in the fidelity of the collected samples and 

subsequent TRAP experiments. Of the 576 cycling genes, 88 were previously identified 

as having enriched expression in astrocytes compared to whole head RNA (Fig. 3.14 A).  

4.3.2 Comparison of genes expressed in glial using alrm-Gal4 versus eaat1-Gal4  

     The current studies use the eaat1-Gal4 driver in concert with elav-Gal80 to inhibit 

Gal4 expression in neurons. This driver is predominantly expressed in astrocytes but is 

also expressed in some cortex glia.  The previous astrocyte profiling studies utilized alrm-

Gal4, which is thought to be specific for astrocytes. Given the amount of material needed 

for my circadian studies, I chose to use eaat1-Gal4 for these experiments because it is a 

stronger driver and therefore provides more robust EGFP-L10a expression. In comparing 
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the two experiments, there are 5200 genes in common; i.e., genes expressed in both arlm- 

and eaat1-containing cells. This represents 77% of genes in the alrm-Gal4 experiments 

and 68% of the genes in the eaat1-Gal4 experiments. Genes represented in both lists can 

be considered high-confidence astrocyte genes. As eaat1-Gal4 is also expressed in a 

population of cortex glia, it may be that the bulk of remaining genes (32%) not observed 

in the alrm-Gal4 profiling database represent those expressed in cortex glia. 

Alternatively, certain common genes may have been missed because they have low 

expression at ZT1, the only time assayed in the alrm-Gal4 experiments. The alrm-Gal4 

expression profile also contains genes not expressed in the eaat1-Gal4 experiments. 

While alrm-Gal4 is thought to be astrocyte-specific, it is possible there is uncharacterized 

expression in other cell-types. It is also possible that the two drivers are expressed in 

overlapping but slightly different populations of astrocytes given the evidence for fly 

glial cell heterogeneity (Kremer et al., 2017). Finally, it is also possible that eaat1-Gal4 

and alrm-Gal4 result in expression of EGFP-L10a at different levels in different cells. 

4.3.3 Analysis of genes in astrocytes that cycle in abundance 

     Analysis of the high-confidence astrocyte cycling genes was done in two ways. To 

obtain a global perspective of all overrepresented cellular components (Fig. 3.14 B) and 

biological processes (Fig. 3.14 C), I used DAVID v.6.8 to process the list. The largest 

categories of cellular components were ATP binding (49) and structural component of 

ribosome (22). Additionally, there were multiple categories describing enzymatic 

functions, including those relevant for metabolism. To comprehensively identify genes of 

interest, I used FlyBase annotations to manually sort for biological processes relevant for 

glia-neuron communication (Table 3.6). Annotation of genes using GO terms associated 
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with biological processes identified 27 genes relevant for vesicle or secretion-related 

functions, indicating an important role for this process in rhythmicity.  

     I also identified 30 cycling receptors or modulators of receptors, including the 

serotonin receptor, 5-hydroxytryptamine receptor 1B (5-HT1B). Of the five Drosophila 

isoforms, 5-HT1B is the most similar to the mammalian serotonin receptor 5-HT1A 

(Saudou et al., 1992). There is evidence that serotonin signaling is important in the light-

driven degradation of TIM in Drosophila (Yuan et al., 2005). The use of selective 

serotonin reuptake inhibitors (SSRIs) that target mammalian 5-HT1A as treatment for 

anxiety and major depression is now commonplace (Garcia-Garcia et al., 2014). 5-HT1A 

is expressed in high abundance in mammalian astrocytes (Whitaker-Azmitia et al., 1993). 

Much of the research on SSRIs is focused on neuronal response to serotonin but 

astrocytes also respond to SSRIs through calcium signaling (Schipke et al., 2011). Given 

the comorbidity of mood disorders and circadian disruption, astrocyte serotonin signaling 

may be important and provide another avenue for therapeutic treatments. 

     Analysis of circadian-related GO terms revealed 15 relevant genes, four of which have 

functions in extracellular space. These may be candidates for molecules that signal 

between glia and neurons. One identified astrocyte cycling gene is Angiotensin-

converting enzyme-related (ACER). This gene was previously identified as cycling in 

whole head studies and found to be regulated by Clk (McDonald and Rosbash, 2001). 

This peptidase was determined to be important for nighttime sleep as mutants have 

decreased sleep and greater sleep fragmentation (Carhan et al., 2011). While that study 

found ACER in the fat body and not the adult brain, the investigators determined that 
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ACER is indeed a secreted protein as it is secreted into the hemolymph. It is possible that 

astrocytes also secrete ACER. 

     Another cycling gene is the enzyme Treh, which is responsible for metabolizing 

circulating trehalose into metabolites used by neurons in Drosophila. Trehalose is also 

present in the mammalian nervous system where it is made by astrocytes and metabolized 

by neurons (Martano et al., 2017). In mammals, glucose is the main source of energy for 

the brain. The glucose transporter GLUT1 is expressed in endothelial cells of brain 

vessels and in astrocytes that contact them (Leybaert, 2005). Astrocytes metabolize the 

glucose via glycolysis into pyruvate. It is then converted to lactate and shuttled to 

neurons to convert back to pyruvate to fuel the TCA cycle and respiratory chain. This 

series of interactions is named the astrocyte neuron lactate shuttle (ANLS) hypothesis 

(Schirmeier et al., 2016). Instead of glucose, trehalose is the major sugar in the 

hemolymph for Drosophila. The Jackson lab previously identified Treh as having 

enriched expression in astrocytes (Ng et al., 2016). Studies focused on surface glia, which 

comprise the Drosophila blood-brain barrier, found that these glial cells take up 

trehalose, express the transporter TRET1-1, and secrete alanine and lactate for neurons to 

metabolize (Volkenhoff et al., 2015). Furthermore, inhibition of glial glycolysis results in 

severe neurodegeneration. In contrast, neuronal glycolysis appears to be mostly 

dispensable (Volkenhoff et al., 2015). Along those lines, we found that glial knockdown 

of Treh significantly decreased activity level (Ng et al., 2016). I have shown that 

inhibition of two miRNAs (let-7 and miR-79) predicted to target Treh also decreased 

activity (Fig. 3.1 C). While inhibition of a miRNA that targets Treh should result in 

increased TREH synthesis, it is possible that both increased and decreased metabolism of 
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trehalose are similarly detrimental to the fly. In the present astrocyte profiling study, I 

found robust cycling of Treh translation in astrocytes (Fig. 3.15 B). While little is known 

about the function of Treh in astrocytes and how it may differentiate from its function in 

surface glia, functions similar to the mammalian ANLS hypothesis seem reasonable. Fly 

astrocytes may metabolize trehalose into lactate and other metabolites, and then shuttle 

these products to neurons to use for energy. 

4.3.4 Two phases of astrocyte protein synthesis 

     Previous profiling studies on clock cells utilizing tim-Gal4 found that there are two 

major phases of translation (Huang et al., 2013). Peak translation occurred during mid-

day or mid-night, periods of behavioral quiescence. In comparison, most genome-wide 

studies observed translation throughout the day (Ceriani et al., 2002; Claridge-Chang et 

al., 2001; Hughes et al., 2012; McDonald and Rosbash, 2001; Ueda et al., 2002). In 

profiling astrocytes, I also observed two major phases of protein synthesis. Peak 

translation in astrocytes appears to occur a few hours earlier than in clock cells (Fig. 

3.16). Because there is only a single set of data for the astrocyte circadian profiling 

experiments, it is possible this difference is an experimental artifact but recent 

mammalian studies have shown temporal differences between astrocyte and neuronal 

activity (Brancaccio et al., 2017). A recent study profiled different subgroups of clock 

cells and observed that the LNvs have two peaks of translation while LNds and DN1s 

have one peak (Fig. 3.17) (Abruzzi et al., 2017). The experiments of Abruzzi et al. were 

performed in LD conditions whereas the present study was performed in DD. As such, 

the list generated by Abruzzi et al. likely includes genes that cycle in abundance due to 

influence by light.  
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     Surprisingly, the overlap of genes identified as cycling in the clock-cell profiling 

studies and the current study is low. Only 38 genes were found to be cycling in both 

studies. The previous tim-Gal4 profiling experiments included all cells with PER-based 

oscillators including astrocytes. It is possible that the addition of other cell types by both 

profiling studies accounts for this difference. For example, a gene that is cycling in 

astrocytes may cycle in other cell types in a different phase, or it may be expressed in 

other cell types at constant levels throughout the day.  

4.3.5 Future directions for this project 

     While the single set of data is informative, a second set of data is necessary to confirm 

my results. For specific genes of interest, use of qPCR can also provide confirmation of 

cycling. As genes of interest may be expressed in low amounts or may only cycle in 

astrocytes, it is still imperative to probe these genes in a cell-type specific manner. As 

there are multiple genome-wide RNAi collections, a targeted screen of cycling genes 

could be performed to identify those important in astrocytes.  

     During the course of my experiments, new glial Gal4 drivers were characterized 

(Kremer et al., 2017). The authors annotated the distribution of about 500 glial-specific 

Gal4 drivers and determined the best Gal4 drivers for each glial subclass. R86E01-Gal4 

and 55B03-Gal4 were identified as the best astrocyte drivers. Given the disparity between 

the alrm-Gal4 translational profile and the eaat1-Gal4 translational profile, performing 

TRAP with one of these new drivers could improve the accuracy of the astrocyte 

translational profile. In addition, I can begin to explore the genetic identity of other glial 

subclasses. In particular, the ensheathing glia is also neuropil associated and surrounds 

large sections of neuropil. The cortex glia surround neuronal cell bodies, making them 
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well situated to interacting with the soma. An ongoing interest of the Jackson Lab is to 

identify specific subgroups of astrocytes that have circadian functions. Intersectional 

techniques allow for manipulations of smaller subsets of cells within a Gal4 population. 

If I am able to identify these subgroups, I can use TRAP to characterize their molecular 

identity. Determining the molecular identity of these different groups of glial cells will 

add to our understanding of how these cells influence neuronal behavior.  

     While knockdown of PER using RNAi in fly glial cells does not alter circadian 

rhythms (Ng et al., 2011), manipulation of the core clock in mammalian astrocytes does 

result in changes in circadian period (Barca-Mayo et al., 2017; Brancaccio et al., 2017; 

Tso et al., 2017). It is possible that mammalian astrocyte clocks have diverged from fly 

astrocyte clocks. It is also possible that the clocks in fly astrocytes have different 

components. While the RNAi directed against PER appeared to eliminate all PER from 

glial cells, it is possible very low but sufficient amounts were still present. It would be of 

interest to use genetic editing techniques such as the CRISPR/Cas9 technique to delete 

individual clock genes specifically from astrocytes. The mutant strains could be probed 

for effects on circadian rhythms using the previously described locomotor behavior assay. 

Circadian profiling of astrocytes in these mutants might provide insight into which genes 

are specifically under the control of the endogenous astrocyte clock.   

     Using the list of genes with cyclic expression in astrocytes, I can investigate whether 

miRNAs contribute to the cycling of genes in astrocytes. As previously discussed, a 

number of miRNAs have been identified as cycling in abundance (summarized in 

Chapter 1.3.2). It is possible that the rhythmic expression of a miRNA may contribute to 

the rhythmic expression of its target genes. Manipulation of miRNAs through inhibition 
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(miR-SP) or overexpression (miRNA transgene) could be used to interfere with the 

normal cycling of a specific miRNA. Disruption of this cycling may result in the 

dampened or elimination of rhythmic expression of target genes. By combining miRNA 

manipulation with astrocyte circadian profiling, I could determine what influence the 

miRNA may have on its target. This is not possible with the potential miR-274 targets 

identified in Chapter 3.2.6, as neither CG4328 nor MESK2 appear to be rhythmically 

expressed. Nevertheless, this does not preclude cycling miRNA influence on other 

cycling RNAs. 

	
	
4.4 Concluding remarks 

     My thesis has described two complementary methods of investigating Drosophila glia. 

The results are focused primarily on the role of astrocytes in circadian behavior but also 

touch on the potential contribution of other glial classes. I have established a role for glial 

miRNAs in altering circadian rhythms. In particular, miRNAs can have physiological 

contributions to the maintenance of normal circadian behavior in adulthood. I have also 

identified ribosome-bound RNAs that cycle in abundance in fly astrocytes. The findings 

presented in this thesis support a better understanding of the role of astrocytes in 

circadian rhythms and the pathologies resulting from altered rhythmic functions.   
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Chapter 5: Appendix 

     The following appendices contain experiments that were not described in the results 

chapter due to their preliminary nature (Chapter 5.1-2, 4). Also included are the full 

results of the miRNA glial screen (Chapter 5.3). 
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5.1 miR-263b-SP increases hid 3’UTR expression 

     A previous study identified the pro-apoptotic gene hid as a target of miR-263b 

(Hilgers et al., 2010). As a test of the specificity of miR-263b-SP, I wanted to see if the 

sponge would have an effect on hid. I expressed both miR-263b-SP and a hid 3’UTR 

sensor tagged with GFP ubiquitously using actin-Gal4. Brains were dissected from 

experimental and control flies (no sponge). Brains were imaged using a confocal 

microscope at 40X and z-projections were created. I then used ImageJ to measure pixel 

intensity. Brains with miR-263b-SP expression were significantly brighter than brains 

without the sponge. I did not include this experiment in the main text because I do not 

have a control sensor or control sponge to ensure that the effect is specific.  

 

 
Figure 5.1: miR-263b-SP expression increases hid 3’UTR sensor expression  
Ubiquitous miR-263b-SP expression with actin-Gal4 significantly increased hid 3’UTR 
GFP fluorescence compared to the no-sensor control. Results are mean ± SEM, n=7, two-
tailed Student’s t-test, *p<0.05. 
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5.2 Glial miR-274-SP expression rescues decreased rhythmicity caused by MESK2 RNAi 

     I identified MESK2 as a potential miR-274 target in Chapter 3.2.6 using MESK2 

RNAi strains. To probe whether MESK2 is a bona fide target of miR-274, I performed 

genetic rescue experiments. If miR-274 targets MESK2 then inhibition of miR-274 with 

miR-274-SP should result in increased MESK2. As shown in Fig. 5.2, flies that express 

both MESK2 RNAi and miR-274-SP in glial cells have normal rhythmicity compared to 

flies that MESK2 RNAi alone. 

     The miR-SP strains contain two copies of sponge, one on the second chromosome and 

one on the third chromosome. The “rescue” strains also contain a MESK2 RNAi on the 

second chromosome. While not definitive, it is possible that three UAS transgene might 

dilute Gal4 amounts. The MESK2 RNAi experiments all contained a single UAS 

transgene and therefore may have more penetrance in this genotype. To assess the 

potential contribution of Gal4 dilution, I planned to use the scramble-SP. Unfortunately, 

the flies constructed for these experiments were unhealthy and the line did not survive so 

the experiment could not be replicated with appropriate controls. 
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Figure 5.2: miR-274-SP rescues arrhythmicity caused by MESK2 RNAi  
Pan-glial expression of MESK2 RNAi and miR-274-SP significantly more robust 
rhythmicity compared to MESK2 RNAi alone. Results are individual flies ± SEM, one-
way ANOVA with Tukey’s multiple comparison’s test, **p<0.01, ***p<0.001. 
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5.3 Behavioral results from glial expression of 146 different miR-SPs. 

miR-SP 

Normalized 
Percent 

Entrainment 

Normalized 
Percent 

Rhythmicity 
Period Change 

in Minutes 
Normalized 

Activity Level 
R x 2xUAS-
bantam SP 0.80 0.88 -23.96 0.86 
R x 2X UAS-
miR-let-7-SP 1.03 0.87 4.79 0.68 
R x 2x UAS-
miR-1 SP 0.83 0.83 -3.13 0.94 
R x 2x UAS-
miR-2a SP 0.80 0.80 -10.75 0.97 
R x 2x UAS-
miR-2b SP 0.92 0.75 -11.12 0.94 
R x 2x UAS-
miR-2c SP 0.88 0.79 -5.14 0.83 
R x 2x UAS-
miR-3 SP 0.94 0.93 -33.60 0.90 
R x 2x UAS-
miR-4 SP 0.94 0.94 -19.13 0.69 
R x 2x UAS-
miR-5 SP 1.03 0.86 -39.72 1.01 
R x 2x UAS-
miR-6 SP 1.00 0.90 -22.74 0.73 
TR x 2x UAS-
miR-7 SP 0.94 1.00 0.40 1.45 
R x 2x UAS-
miR-8 SP 1.00 0.92 -14.88 0.92 
TR x 2x UAS-
miR-9b SP 1.00 1.15 -32.00 1.19 
R x 2X UAS-
miR-9c-SP 0.93 0.73 2.05 0.87 
R x 2x UAS-
miR-10 SP 1.00 0.73 -3.03 1.15 
R x 2x UAS-
miR-11 SP 0.89 1.00 -12.69 1.25 
R x 2x UAS-
miR-12 SP 0.81 0.76 -17.89 0.90 
R x 2x UAS-
miR-13a SP 0.88 1.00 -26.14 1.10 
R x 2x UAS-
miR-13b SP 0.62 0.75 -10.71 1.24 
R x 2X UAS-
miR-14 SP 0.99 1.00 -11.57 0.75 
R x 2X UAS-
miR-31a-SP 0.86 0.78 -32.76 0.85 
R x 2X UAS-
miR-31b-SP 0.75 1.04 1.40 1.20 
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miR-SP 

Normalized 
Percent 

Entrainment 

Normalized 
Percent 

Rhythmicity 
Period Change 

in Minutes 
Normalized 

Activity Level 
R x 2X UAS-
miR-33-SP 0.94 1.01 -8.57 1.15 
R x 2X UAS-
miR-34-SP 0.99 0.91 3.84 0.93 
R x 2X UAS-
miR-79-SP 0.74 0.63 7.40 0.65 
R x 2X UAS-
miR-79-SP 0.91 0.59 -32.62 0.71 
R x 2X UAS-
miR-87-SP 1.08 0.78 13.10 0.59 
R x 2X UAS-
miR-92a-SP 1.17 0.92 17.77 0.75 
R x 2X UAS-
miR-92b-SP 0.98 0.89 -26.21 0.93 
R x 2X UAS-
miR-100-SP 0.82 1.00 -27.17 0.95 
R x 2xUAS-miR-
124 SP 0.75 0.89 -31.42 1.24 
R x 2X UAS-
miR-125-SP 1.00 0.93 -25.12 0.63 
R x 2xUAS-miR-
133 SP 0.87 0.92 -1.44 1.23 
R x 2X UAS-
miR-137-SP 1.07 0.98 -30.53 0.98 
R x 2X UAS-
miR-184-SP 0.63 0.86 12.60 0.89 
R x 2X UAS-
miR-190-SP 0.89 0.84 -12.33 0.88 
R x 2X UAS-
miR-193-SP 0.87 0.74 -8.91 0.98 
R x 2X UAS-
miR-210 SP 0.93 0.49 -10.19 0.99 
TR x 2xUAS-
miR-219 SP 1.14 0.84 -0.85 1.00 
R x 2X UAS-
miR-252-SP 0.75 0.89 -3.13 0.87 
R x 2xUAS-miR-
263a SP 0.91 0.83 -18.98 0.72 
R x 2X UAS-
miR-263b-SP 0.87 0.62 10.33 0.74 
R x 2X UAS-
miR-274-SP 0.83 0.68 -20.10 1.00 
R x 2X UAS-
miR-275-SP 1.00 0.87 -18.72 1.05 
R x 2X UAS-
miR-276*-SP 0.81 0.92 -30.14 1.26 
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miR-SP 

Normalized 
Percent 

Entrainment 

Normalized 
Percent 

Rhythmicity 
Period Change 

in Minutes 
Normalized 

Activity Level 
R x 2X UAS-
miR-276a-SP 0.92 0.62 -14.86 1.29 
R x 2X UAS-
miR-276b-SP 0.85 0.71 6.57 1.20 
R x 2X UAS-
miR-277-SP 0.95 0.71 -0.58 1.08 
R x 2X UAS-
miR-278-SP 0.76 0.80 2.66 0.55 
R x 2X UAS-
miR-279-SP 0.68 0.96 -19.36 0.73 
R x 2X UAS-
miR-281-SP 1.07 0.93 8.34 0.89 
R x 2X UAS-
miR-2811-SP 1.00 0.63 -26.41 0.93 
R x 2X UAS-
miR-2812-SP 0.86 0.93 -14.00 0.61 
R x 2X UAS-
miR-282-SP 0.75 1.00 -1.60 1.01 
R x 2X UAS-
miR-283-SP 0.93 0.80 -27.27 0.91 
R x 2X UAS-
miR-284-SP 1.00 1.00 -9.75 0.97 
R x 2X UAS-
miR-285-SP 0.92 0.57 -26.95 0.93 
R x 2X UAS-
miR-286-SP 0.94 0.82 -6.00 1.24 
R x 2X UAS-
miR-287-SP 1.00 0.94 -13.18 1.26 
R x 2X UAS-
miR-288-SP 1.14 1.08 -2.03 1.10 
R x 2X UAS-
miR-289-SP 1.00 1.00 3.70 0.81 
R x 2X UAS-
miR-303-SP 1.00 0.93 -6.95 0.77 
R x 2X UAS-
miR-304-SP 1.00 0.53 -4.26 0.84 
R x 2X UAS-
miR-305-SP 0.98 0.49 -14.38 0.78 
R x 2X UAS-
miR-306-SP 0.87 0.92 3.35 1.13 
R x 2X UAS-
miR-307-SP 1.01 0.87 -6.97 0.83 
R x 2X UAS-
miR-308-SP 0.85 0.95 -25.21 0.82 
R x 2X UAS-
miR-309-SP 0.93 0.59 -16.43 0.89 
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miR-SP 

Normalized 
Percent 

Entrainment 

Normalized 
Percent 

Rhythmicity 
Period Change 

in Minutes 
Normalized 

Activity Level 
R x 2X UAS-
miR-310-SP 1.02 0.60 -23.96 0.98 
R x 2X UAS-
miR-311-SP 1.08 1.00 -17.50 0.84 
R x 2X UAS-
miR-312-SP 0.84 0.93 -7.91 0.90 
R x 2X UAS-
miR-313-SP 1.00 1.00 -17.14 0.66 
R x 2X UAS-
miR-314-SP 0.80 0.83 0.25 0.99 
R x 2X UAS-
miR-315-SP 0.88 1.00 1.39 0.80 
R x 2X UAS-
miR-316-SP 1.07 0.86 10.29 0.70 
R x 2X UAS-
miR-317-SP 0.83 0.57 -12.57 0.96 
R x 2X UAS-
miR-318-SP 0.94 0.86 -6.43 0.77 
R x 2X UAS-
miR-375-SP 1.07 0.94 10.30 0.70 
R x 2X UAS-
miR-927-SP 0.95 0.55 -10.98 0.85 
R x 2X UAS-
miR-929-SP 1.00 0.89 -18.51 0.75 
R x 2X UAS-
miR-932-SP 0.94 0.94 4.18 0.77 
R x 2X UAS-
miR-954-SP 0.86 0.86 -3.86 0.68 
R x 2X UAS-
miR-955-SP 1.00 1.00 -10.00 0.92 
R x 2X UAS-
miR-956-SP 0.99 0.86 -7.92 0.61 
R x 2x UAS-
miR-957-SP 0.91 0.91 -4.76 0.99 
R x 2x UAS-
miR-958-SP 0.98 0.98 7.18 0.78 
R x 2x UAS-
miR-959-SP 0.82 0.82 -17.56 0.88 
R x 2x UAS-
miR-960-SP 0.81 0.85 -13.00 0.94 
R x 2x UAS-
miR-961-SP 0.89 0.80 -18.44 0.90 
R x 2x UAS-
miR-962-SP 0.87 0.87 -13.20 0.76 
R x 2x UAS-
miR-963-SP 0.87 0.56 -32.46 0.94 
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miR-SP 

Normalized 
Percent 

Entrainment 

Normalized 
Percent 

Rhythmicity 
Period Change 

in Minutes 
Normalized 

Activity Level 
R x 2X UAS-
miR-964-SP 0.84 0.78 -4.67 0.75 
R x 2X UAS-
miR-965-SP 1.00 1.00 -20.49 1.02 
R x 2X UAS-
miR-966-SP 0.83 0.83 -16.75 1.03 
R x 2X UAS-
miR-967-SP 0.77 0.60 -15.36 0.93 
R x 2X UAS-
miR-968-SP 0.93 0.77 -20.60 0.84 
R x 2X UAS-
miR-969-SP 0.81 0.81 -18.75 0.66 
R x 2X UAS-
miR-970-SP 0.93 0.93 -15.00 0.79 
R x 2X UAS-
miR-971-SP 0.95 0.61 -21.79 0.91 
R x 2X UAS-
miR-972-SP 0.92 0.92 -1.90 0.98 
R x 2X UAS-
miR-973-SP 0.99 0.90 -7.07 0.63 
R x 2X UAS-
miR-974-SP 0.95 0.73 -12.80 0.54 
R x 2X UAS-
miR-975-SP 1.00 0.84 -19.86 0.85 
R x 2X UAS-
miR-976-SP 0.95 1.08 -11.54 0.79 
R x 2X UAS-
miR-977-SP 1.00 0.93 -22.29 0.73 
R x 2X UAS-
miR-978-SP 0.94 0.87 -15.37 0.74 
R x 2X UAS-
miR-979-SP 1.00 0.82 -26.62 1.01 
R x 2X UAS-
miR-980-SP 1.12 1.00 -32.35 0.92 
R x 2X UAS-
miR-981-SP 1.02 0.70 -32.61 0.84 
R x 2X UAS-
miR-982-SP 1.07 1.00 -20.90 0.75 
R x 2X UAS-
miR-983-SP 1.07 1.00 -19.71 0.63 
R x 2X UAS-
miR-984 SP 0.83 0.85 -38.40 0.84 
R x 2X UAS-
miR-985 SP 0.93 0.88 5.30 0.82 
R x 2X UAS-
miR-986 SP 0.94 0.73 -16.40 1.05 
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miR-SP 

Normalized 
Percent 

Entrainment 

Normalized 
Percent 

Rhythmicity 
Period Change 

in Minutes 
Normalized 

Activity Level 
R x 2X UAS-
miR-987 SP 0.92 0.95 -6.50 0.54 
R x 2X UAS-
miR-988 SP 0.81 0.66 2.22 1.26 
R x 2X UAS-
miR-989 SP 1.00 0.62 -11.54 1.27 
R x 2X UAS-
miR-990 SP 0.74 0.65 -7.65 0.87 
R x 2X UAS-
miR-991 SP 0.85 0.98 -28.86 0.86 
R x 2X UAS-
miR-992 SP 0.93 0.70 -21.93 0.81 
R x 2X UAS-
miR-993 SP 0.80 0.92 -19.63 0.75 
R x 2X UAS-
miR-994 SP 0.93 0.32 -17.10 1.09 
R x 2X UAS-
miR-996 SP 0.87 0.92 -23.94 0.73 
R x 2X UAS-
miR-997 SP 0.97 1.09 0.40 1.09 
R x 2X UAS-
miR-998 SP 0.82 0.89 -47.96 0.57 
R x 2X UAS-
miR-999 SP 0.87 0.83 -20.15 0.53 
R x 2X UAS-
miR-1000 SP 0.94 1.00 -20.30 0.79 
R x 2X UAS-
miR-1001 SP 0.87 0.77 -14.11 0.82 
R x 2X UAS-
miR-1002 SP 0.90 0.75 -14.15 0.88 
R x 2X UAS-
miR-1003 SP 0.99 0.85 2.47 0.98 
R x 2X UAS-
miR-1004 SP 0.81 0.84 -18.75 1.11 
R x 2X UAS-
miR-1005 SP 1.07 0.94 -13.27 1.16 
R x 2X UAS-
miR-1006 SP 0.84 0.80 -16.70 1.29 
R x 2X UAS-
miR-1007 SP 0.94 0.79 -22.14 1.18 
R x 2X UAS-
miR-1008 SP 1.00 0.79 6.86 0.69 
R x 2X UAS-
miR-1009 SP 1.00 0.73 -33.07 0.67 
R x 2X UAS-
miR-1010 SP 1.00 0.79 -28.39 0.73 
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miR-SP 

Normalized 
Percent 

Entrainment 

Normalized 
Percent 

Rhythmicity 
Period Change 

in Minutes 
Normalized 

Activity Level 
R x 2X UAS-
miR-1011 SP 0.87 0.90 3.14 1.16 
R x 2X UAS-
miR-1012 SP 0.74 0.72 -37.44 0.85 
R x 2X UAS-
miR-1013 SP 0.99 0.77 -22.49 0.61 
R x 2X UAS-
miR-1014 SP 0.74 0.71 -6.98 0.92 
R x 2X UAS-
miR-1015 SP 0.81 0.90 -2.54 1.18 
R x 2X UAS-
miR-1016 SP 0.87 1.00 -13.62 0.58 
R x 2X UAS-
miR-1017 SP 0.92 0.88 -20.80 0.88 
R x 2X UAS-
miR-iab-4-3p SP 1.00 0.68 -10.48 0.96 
R x 2X UAS-
miR-iab-4-5p SP 0.93 0.93 -22.29 0.88 

 
 

   Table	5.1:	Behavioral	results	from	glial	expression	of	146	different	miR-SPs	
Data	points	represent	experimental	results	normalized	to	those	of	UAS-miR-SP	
controls.	Crosses	were	performed	with	the	repo-Gal4	pan	glial	driver	(R).	miR-7,	-
9b,	-219	were	tested	using	conditional	repo-Gal4	expression	(TR).	
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5.4 Exploration of glia important for rhythmicity via TRPA1  

     Since discovering that astrocytes participate in the regulation of circadian behavior, 

the Jackson lab has been interested in identifying specific groups of cells that may be 

relevant. Given the heterogeneity of astrocytes, it is possible that a subset of these cells 

may be particularly important in this context. I performed preliminary experiments 

exploring the use of the temperature-sensitive ion channel TRPA1. I generated 

experimental flies by combining a TRPA1 transgene with an astrocyte driver (elav-

Gal80, eaat1-Gal4 and alrm-Gal4). As a control, the UAS-TrpA1 was crossed to w1118. 

The crosses were kept at 23°C during development and during the entrainment portion of 

the behavioral run. The temperature was then increased to 28°C for the remainder of the 

experiment (5 days of DD). Activation of TRPA1 significantly decreased rhythmicity 

compared to the UAS-control (Fig. 5.3 A).  

     To use TRPA1 to manipulate subsets of cells, I tested a method called ET-FLP-

induced intersectional GAL80/GAL4 repression (FINGR) (Bohm et al., 2010). This is an 

intersectional strategy used to study subsets of cells within Gal4 patterns. Cell-type 

specific Gal80 can be used to restrict GAL4 expression. The recombinase Flippase (FLP) 

removes sequences located between two FLP recognition target sequences (FRT, >). 

FINGR uses a flip-in Gal80 construct (tubP>Gal80>stop) in conjunction with tissue-

specific enhancer-trapping FLP (ET-FLP) to express Gal80. By combining Gal4, flip-in 

Gal80, ET-FLP and UAS, I can repress UAS expression from cell-types with both Gal4 

and Gal80 expressed, resulting in expression only in cells Gal4-positive and Gal80-

negative. I used strains with flip-in Gal80, and TRPA1 expressed in all glial cells 

(tubP>Gal80>stop; UAS-TrpA1; repo-Gal4, TTR). On its own, Gal80 is expressed 
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ubiquitously and therefore Gal4 is also inhibited ubiquitously. The result should be no 

TRPA1 expression. TTR females were crossed to different male ET-FLP strains. I tested 

six different ET-FLP lines for TRPA1 induced effects on rhythmicity. Activation of 

TRPA1 in experiments with two ET-FL lines, 168 and 197B, resulted in decreased 

rhythmicity compared to controls (ET-FLP alone or Gal4 inhibited) (Fig. 5.3 B). 

TTRxET-FLP 197B strains have TRPA1 expression in the optic lobes and also some 

expression in the neuropil (unpublished data). ET-FLP 168 is under the control of 

enhancer elements near kra, a translational regulator with expression in astrocytes 

(represented in both alrm-Gal4 and eaat1-Gal4 profiling experiments). By systematically 

manipulating subsets of glial cells, I can map out which cells are relevant for circadian 

behavior. Once interesting subsets of glia cells are identified, this method could be 

modified so that different manipulations can be utilized. 

 
 

 
Figure 5.3: Use of TRPA1 to manipulate behavior in glial cells 
A) TRPA1 activation using elav-Gal80, eaat1-Gal4 (EE) or alrm-Gal4 (A). Results are 
individual flies ± SEM, n=22-57, two-tailed Student’s t-test, ****p<0.0001. B) TRPA1 
activation in a subset of repo-GAL4 positive glial cells using FINGR. TTR represents 
repo-Gal4, UAS-TrpA1 and flip-in Gal80. Results are mean ± SEM, n=6-14, Kruskal-
Wallis with Dunn’s multiple comparison test *p<0.05, **p<0.01, ***p<0.001.  
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