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Abstract

In this dissertation, we study a problems in smooth ergodic theory. Given a measureµ

on a manifoldM , we wish to characterize all smooth dynamics preservingµ. We consider

measuresµ supported on the two-torus and study the group ofµ-preserving diffeomor-

phisms. Forµ invariant under an Anosov diffeomorphism, we find conditions for which the

group ofµ-preserving diffeomorphisms is ‘essentially’ cyclic.
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CHAPTER 1

INTRODUCTION

1.1 SMOOTH DYNAMICS

In general, a smooth dynamical system (of classC r ) is defined by specifying the fol-

lowing data:

— a manifoldM equipped with aC r differential structure;

— a Lie group (or Lie monoid)G;

— a group actionφ : G ×M → M such that the mapφ is C r .

Classically, the study of smooth dynamics has primarily focused on one-parameter actions:

The discrete case:G is the groupZ or the monoidN. Here the action is generated by a

singleC r map f :=φ(1, ·) : M → M .

The continuous case:G is the groupR or the monoidR≥0. In the setting whereG =R, the

group actionφ is aflow—the solution to a system of ordinary differential equations

specified by the vector fieldX which in local coordinates is defined by

Xp =
dφ(t , p)

d t

∣∣∣
t=0

.

We note that we lose no generality in assuming the manifoldM is C∞. Indeed anyC k

manifold, k ≥ 1, is C k diffeomorphic toC∞ manifold M ′.1 A C k group action onM then

induces aC k action onM ′. Properties we wish to deduce about the action onM can be

1See for example [Hir94, Theorem 2.10].



1.2. INVARIANT STRUCTURES IN SMOOTH DYNAMICS

deduced from the action onM ′. We thus assume throughout the thesis that the underlying

manifolds are allC∞.

In this thesis, the primary interest is on actions of discrete one-parameter groups. How-

ever, many of the problems presented, particularly those inChapter 4, are motivated by

results from the theory of actions of higher-rank abelian groups.

1.2 INVARIANT STRUCTURES IN SMOOTH DYNAMICS

Given a group acting on a manifoldM , one typically finds many auxiliary structures on

M preserved by the action. The following question provides a paradigm through which one

might hope to classify and study specific dynamical systems.

Question 1.1.Given a group action on a space, identify, classify, and study the properties

of various ‘structures’ left invariant by the action.

Examples of auxiliary structures that are of common interest in the dynamics literature

include:

topological structures: including fixed points, periodic orbits, closed subsets, splittings of

the tangent space, and foliations;

geometric structures: including (conformalilty classes of) Riemannian metrics,connec-

tions, and horizontal subbundles;

measure theoretic structures: includingσ-algebras, Borel measures, and measure classes.

For many families of dynamical systems, there are well developed theories regarding

the existence and properties of various invariant structures. We present a few well-studied

examples from the literature.

One-parameter hyperbolic actions: For an Axiom A diffeomorphism, Anosov diffeo-

morphism, orexpanding map(e.g. the mapx 7→ 2x mod 1 on the circleR/Z), on

a compact manifold (see Chapter 2 for definitions) there exist periodic orbits of ar-

bitrarily large period and many distinct closed invariant subsets. Furthermore, there

exist an uncountable number of mutually singular ergodic measures with positive

3



CHAPTER 1. INTRODUCTION

dimension; in particular the equilibrium states for Höldercontinuous functions, pre-

sented in Chapter 3, provide a such a family of measures.

Higher-rank abelian actions: In contrast to one-parameter hyperbolic actions is the the-

ory of higher-rank algebraic actions. Unlike the one-parameter setting, for higher-

rank hyperbolic actions there exist relatively few invariant measures and closed in-

variant subsets. For instance, Rudolph showed that any measure onR/Z, ergodic

under the abelian semi-group action generated by

x 7→ 2x mod 1 and x 7→ 3x mod 1,

is either Lebesgue or has zero dimension [Rud90]. Similar dichotomies hold for

certain algebraicZk-actions,k ≥ 2, on Td with Anosov elements [KS96] and for

diagonal actions on the homogeneous spaceSL(k ,R)/SL(k ,Z), k ≥ 3, [EKL06]. Ex-

tensions of these results to non-algebraic and nonuniformly hyperbolic settings have

also appeared in [KK01], [KK07], and [KRH10].

One-parameter unipotent actions: For a Lie groupG and a one-parameter unipotent sub-

groupU ⊂ G, consider the action ofU on the homogeneous spaceG/Γ for some

lattice Γ ⊂ G. Such an action is called aunipotent flowφt
U on G/Γ. In contrast to

one-parameter hyperbolic actions, Ratner’smeasure classification theoremguaran-

tees the existence of relatively few invariant probabilitymeasures for the flowφt
U . In

particular, the only ergodicφt -invariant probability measures arehomogeneous; that

is, such measures are the image of a Haar measure on a coset of aclosed subgroup.

See for instance [Mor05] for a precise statement.

In contrast to Question 1.1, we also consider the following natural, but far less studied,

problem:

Question 1.2.Given an auxiliary structure on a manifold, classify—or findnontrivial con-

straints on—the set of dynamics preserving the structure.

In considering Question 1.2, we often impose additional regularity or dynamical hy-

potheses to make the problem more tractable. For instance, when the auxiliary structure is a

4



1.3. OUTLINE OF THE MAIN RESULTS

measure, we might focus on classifying all measure-preserving dynamics that act with pos-

itive entropy. For closed subsets, orbits, or splittings ofthe tangent bundle we might focus

only on dynamics that preserve those structures and act withsome degree of hyperbolicity.

For invariant foliations we might impose some uniform or asymptotic volume expansion of

the foliation under the dynamics.

We present some pertinent results from the literature that address Question 1.2.

Codimension-1 basic sets.In [Ply71, Theorem 3] Plykin showed that any basic setΛ⊂ M

for an Axiom A diffeomorphism withdim(Λ) = dim M −1 is either an attractor or a

repeller for the ambient dynamics.

Codimension-1 Anosov maps.The Franks-Newhouse Theorem [Fra70, New70] shows

that any codimension-1 Anosov diffeomorphism is topologically conjugate to a hy-

perbolic toral automorphism. That is, preservation of a continuous invariant splitting

combined with the dynamical hypothesis of uniform exponential growth forces the

system to be, up to a continuous change of variables, algebraic.

Invariant connections. In [BL93] Benoist and Labourie show (using the primary result

from [BFL92]) that any Anosov diffeomorphism with smooth stable and unstable

distributions that preserves a smooth connection is smoothly conjugate to an infranil-

automorphism.

1.3 OUTLINE OF THE MAIN RESULTS

Consider a continuous self-map of a compact metric spacef : X → X . The existence of

at least onef -invariant Borel probability measure is guaranteed by the Krylov-Bogolyubov

theorem. WhenX is a manifold andf is a diffeomorphism exhibiting some degree of hy-

perbolicity, there are typically many mutually singular invariant probability measures. In

Chapter 4 we are interested in understanding to what degree such a measureµ uniquely de-

termines the ambient dynamics. In particular, we are interested in questions of the following

nature.

5



CHAPTER 1. INTRODUCTION

Problem 1.3. Given a Borel probability measureµ supported on a compact manifoldM ,

describeDiffr (M ;µ), the group ofµ-preservingC r diffeomorphisms.

For instance, ifµ is preserved by some diffeomorphismf , for g ∈ Diffr (M ;µ) we are inter-

ested in understanding any nontrivial relationships between f andg .

In Chapter 4 we consider Problem 1.3 for measures on the2-torus invariant under an

Anosov diffeomorphismf : T2 → T2. For an f -ergodic measureµ we defineLyapunov

exponents

λs
µ( f ) := lim

n→±∞

1

n
log(‖D f n

x v‖) λu
µ( f ) := lim

n→±∞

1

n
log(‖D f n

x u‖)

wherev ∈ E s
x à {0} andu ∈ E u

x à {0}. In the case thatf is anisotropic(for µ), in the sense

thatλu
µ( f ) 6= −λs

µ( f ), we will show that the groupDiffr (T2;µ) is ‘essentially’ cyclic. We

note that the anisotropy condition implies thatµ is singular with respect to volume. See

Theorems 4.1 and 4.2 for precise statements.
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CHAPTER 2

HYPERBOLIC DYNAMICS

The main mechanism for a smooth dynamical system to exhibit ‘chaos’ is through the pres-

ence of some form of hyperbolicity. Intuitively, hyperbolicity reflects an asymptotic expo-

nential separation of nearby orbits under the dynamics. We present an introduction to the

theory of uniform hyperbolicity followed by a brief presentation of the main results from

the theory of nonuniform hyperbolicity needed in Chapter 4.

2.1 THE THEORY OF UNIFORM HYPERBOLICITY

The most studied notion of hyperbolicity in the literature is that of uniform hyperbol-

icity. Let M be a smooth manifold. ForU ⊂ M , and aC r embeddingf : U → M , r ≥ 1,

we say a subsetΛ ⊂ U is invariant if f (Λ) = Λ. A compact invariant setΛ is said to be

hyperbolic if, for any Riemannian metric onM , there are constantsC andµ < 1, and a

continuousD f -invariant splitting of the tangent bundleTx M = E s (x)⊕E u(x) overΛ such

that for everyx ∈Λ andn ∈N

‖D f n
x v‖≤Cµn

‖v‖, for v ∈ E s (x), and

‖D f −n
x v‖≤Cµn

‖v‖, for v ∈ E u(x).

The compactness ofΛ allows us to find a metric onM , called theadapted metric, such

that we may takeC = 1 above. For the remainder, when working with a hyperbolic setwe

always fix the adapted metric and letd denote the induced distance onM .



CHAPTER 2. HYPERBOLIC DYNAMICS

We set

V ±
=

⋂
n∈N

f ±n(U ).

WhenΛ is hyperbolic, there exists anǫ> 0 such that the sets

W s
ǫ (x) := {y ∈V −

| d ( f n(x), f n(y)) < ǫ, for all n ≥ 0}, and

W u
ǫ (x) := {y ∈V +

| d ( f −n(x), f −n(y))< ǫ, for all n ≥ 0}

areC r embedded open disks, called thelocal stableandunstablemanifolds. Furthermore,

there areλ< 1< κ such that forx ∈Λ, y ∈W s
ǫ (x), z ∈W u

ǫ (x) andn ≥ 0 we have

d ( f n(x), f n(y)) ≤λnd (x, y), and (2.1)

d ( f −n(x), f −n(z)) ≤κ−nd (x, z). (2.2)

Note that (2.1) and (2.2) imply thatf (W s
ǫ ( f −1(x)) ⊂ W s

ǫ (x) andW u
ǫ (x) ⊂ f (W u

ǫ ( f −1(x)).

For x ∈Λ we also have the sets

W s (x) := {y ∈V −
| d ( f n(x), f n(y)) → 0 as n →∞}, and

W u (x) := {y ∈V +
| d ( f −n(x), f −n(y)) → 0 as n →∞}

called theglobal stable and unstable manifolds. BothW u (x) andW s (x) areC r injectively

immersed submanifolds. Note that in the case thatf is invertible (i.e. whenf (U ) =U ), we

have

W u(x) =
⋃

n∈N

f n
(
W u

ǫ ( f −n(x))
)
∼=Rdim E u (x), and

W s (x) =
⋃

n∈N

f −n
(
W s

ǫ ( f n(x))
)
∼=Rdim E s (x).

For proofs and more background in the theory of invariant manifolds for uniformly hyper-

bolic dynamics, we refer to [HP70].

2.1.1 Anosov diffeomorphisms. The principal examples of uniformly hyperbolic dyn-

amics the are Anosov diffeomorphisms of compact manifolds.For a compact manifoldM ,

we say that a diffeomorphismf : M → M is Anosovif the entire manifoldM is a hyper-

bolic set. The standard examples of Anosov diffeomorphismsare perturbations of algebraic

actions on tori and infranil-manifolds. Furthermore, the Franks-Manning Theorem shows

8



2.1. THE THEORY OF UNIFORM HYPERBOLICITY

that any Anosov diffeomorphism of an infranil-manifold is, up to a continuous change of

variables, algebraic. We make this precise via the following definition.

Definition 2.1. Given topological spacesX and Y and continuous mapsf : X → X and

g : Y → Y , we sayf and g are topologically conjugateif there exists a homeomorphism

h : X → Y such that the diagram

X
f

//

h
��

X

h
��

Y
g

// Y

commutes.

The Franks-Manning Theorem thus states that an Anosov diffeomorphism of an infranil-

manifold is topologically conjugate to a hyperbolic infranil-automorphism [Man74, Theo-

rem C ]. Among of the oldest problems in modern dynamics is theconjecture that every

Anosov diffeomorphism is conjugate to a hyperbolic infranil-automorphism; in particular

it is believed that only infranil-manifolds support Anosovdiffeomorphisms.

2.1.2 Dynamical foliations. By a d-dimensionalC r,k foliation F of an n-dimensional

manifold M we mean a partition ofM by immersed submanifolds{F (x)}x∈M , and a cover

of M by open sets{Uβ} such that

1. the connected component ofF (x)∩Uβ containingx, which we denote byFUβ
(x), is

aC r injectively immersed copy ofRd for all β and everyx ∈Uβ;

2. there are coordinate maps

φβ : Rd
×Rn−d

→Uβ

such that

φβ(Rd
× {y}) =FUβ

(φβ(0, y));

3. on the intersectionUβ∩Uα the transition maps

φ−1
β ◦φα : φ−1

α (Uα) ⊂Rn
→Rn

areC k .

9



CHAPTER 2. HYPERBOLIC DYNAMICS

HereF (x) is called theleaf throughx, FUβ
(x) is called thelocal leaf throughx, andUβ

is called afoliation chart. In general, given a foliationF of M and an open setV ⊂ M we

denote byFV the local foliation of V whose leaf throughx is the connected component of

F (x)∩V containingx.

For f an Anosov diffeomorphism of a manifoldM , the partitions ofM into stable and

unstable manifolds induce foliationsF s andF
u . When working with the foliationsF s

andF
u and an open setV ⊂ M we writeW σ

V (x) for the local leaf ofFσ throughx. By a

C r bifoliation chart for the foliationsF
s andF

u we mean an open setV ⊂ M and aC r

diffeomorphism

φ : Ru
×Rs

→V

with

φ : {x}×Rs
7→W s

V (φ(x,0)) and φ : Ru
× {y} 7→W u

V (φ(0, y)).

Hereu = dimE u ands =dim E s.

In general, one must be careful with the regularity of the foliationsF
u andF

s : typi-

cally each foliation is at bestC 1+α,Hölder and one can only obtainC Hölder bifoliation charts

for the foliationsF
s andF

u . However for codimension-1 Anosov diffeomorphisms and,

in particular, for Anosov diffeomorphisms ofT2, we obtain stronger transverse regularity

of the foliations. The following proposition is well known and can be recovered, for ex-

ample, from [PR02] and [PSW97, Theorem 6.1]. We note that Proposition 2.2 requires the

hypothesis that the dynamics is at leastC 1+α. We recall that a diffeomorphism is said to

be of classC k+α for k ∈ N andα ∈ (0,1) if its derivatives of orderk exist and are Hölder

continuous with exponent at leastα.

Proposition 2.2. Let f : M → M be aC 1+α Anosov diffeomorphism such thatdimE u =

dim M −1. Then the unstable foliationF u is C 1+α,1+α′

for someα′.

In particular, if M =T2 then both the stable and unstable foliations areC 1+α,1+α′

.

For U a foliation chart forF u andD,D ′ ⊂U with D andD ′ transverse to each of the

local leaves{FU (x)}x∈U , we define theunstable holonomy maps

hD,D ′ : G ⊂ D → D ′

10



2.1. THE THEORY OF UNIFORM HYPERBOLICITY

by

hD,D ′ : z 7→ D ′
∩FU (z)

when defined. As a consequence of Proposition 2.2 we obtain that the unstable holonomy

mapshD,D ′ areC 1+α′

for a C 1+α Anosov diffeomorphism ofT2; in particular they are bi-

Lipschitz.Stable holonomy mapsare defined similarly.

2.1.3 Local product structure. Given a compact hyperbolic setΛ⊂ M , it is always pos-

sible to find0 < δ < η such that forx, y ∈ Λ, d (x, y) < δ implies the intersectionW u
η (x)∩

W s
η (y) is a singleton.

Definition 2.3. We say that a hyperbolic setΛ has local product structureif, for η,δ as

above,d (x, y)<δ impliesW u
η (x)∩W s

η (y) ⊂Λ. In particular, this implies that the map

φ : (W u
δ (x)∩Λ)× (W s

δ (x)∩Λ) →Λ

given by

φ : (y, z) 7→W s
η (y)∩W u

η (z)

is well defined and maps its domain homeomorphically onto itsimage.

A compact hyperbolic setΛ is called locally maximalif there exists an open setV

containingΛ such thatΛ =
⋂

n∈Z f n(V ). For compact hyperbolic sets, local maximality

is equivalent to the existence of a local product structure (see for example [KH95]). In

particular, for an Anosov diffeomorphisms, the entire manifold has local product structure.

We make the following definitions.

Definition 2.4. Given a setΛ with local product structure andδ andη as above, we say a

closed setR ⊂Λ is arectangleor a local product chartif

1. sup{d (x, y) | x, y ∈ R} <δ,

2. R is proper, that is,R is equal to the closure of its interior (inΛ),

3. x, y ∈ R impliesW u
η (x)∩W s

η (y)⊂ R.

If R is a rectangle, we writeW σ
R (x) :=W σ

η (x)∩R.

11



CHAPTER 2. HYPERBOLIC DYNAMICS

2.1.4 Recurrence and spectral decomposition.Consider a metric spaceX and a contin-

uous mapf : X → X . A point x ∈ X is said to benonwanderingfor f if for any open setU

containingx, there is somen > 0 such thatf n(U )∩U 6=∅; otherwise it is calledwandering.

We denote byNW( f ) the set of all nonwandering points forf . We call an invariant setΛ

nonwanderingif Λ⊂ NW( f ).

An invariant setΛ is said to betopologically transitiveunder f if it contains a dense

orbit. Alternatively, an invariant subsetΛ ⊂ X is topologically transitive if for all pairs of

nonempty open setsU ,V ⊂Λ, there is somen such thatf n(U )∩V 6=∅. An invariant set

Λ is said to betopologically mixingif, for all pairs of nonempty open setsU ,V ⊂Λ, there

is someN such thatf n(U )∩V 6=∅ for all n ≥ N . We note that it follows from [Man74,

Theorem C] that Anosov diffeomorphism on tori (or more generally infranil-manifolds) are

topologically transitive.

We say a diffeomorphismf : M → M is anAxiom Adiffeomorphism if 1) the setNW( f )

is hyperbolic and 2)Per( f ) is dense inNW( f ). Given an Axiom A diffeomorphism, (resp.

a locally maximal hyperbolic setΛ =
⋂

n∈Z f n(V )) we have a partition, called thespectral

decomposition, of the nonwandering pointsNW( f ) =Ω1 ∪·· ·∪Ωk (resp.NW( f ↾V ) =Ω1 ∪

·· ·∪Ωk ) where eachΩ j is a transitive hyperbolic set forf (see [KH95], [Sma67]). Given

the spectral decomposition, we call the partition elementsΩ j abovebasic sets. In general,

by abasic setwe mean a locally maximal, topologically transitive, compact hyperbolic set

Ω⊂ NW( f ). In particular, for a transitive Anosov diffeomorphism, the entire manifold is a

basic set.

2.2 FACTS FROM NONUNIFORM HYPERBOLICITY

Let f : M → M be aC 1+α diffeomorphism of a Riemannian manifold. We recall that

there exists a Borel subsetΛ⊂ M , called the set ofregular points, Borel functionsr : Λ→N

and

λ0(x) <λ1(x) < ·· · <λr (x)(x)

12



2.2. FACTS FROM NONUNIFORM HYPERBOLICITY

onΛ, and a decomposition of the tangent space

Tx M =
⊕

0≤ j≤r (x)

E j (x)

overΛ such that (among other properties) forx ∈Λ andv ∈ E j (x)à {0}

λ j (x) := lim
n→±∞

1

n
log

(
‖D f n

x (v)‖
)

.

For x ∈ Λ, the numbersλ j (x) are called theLyapunov exponentsat x and the subspaces

E j (x) are called theLyapunov subspacesat x. By Oseledec’s Theorem [Ose68] the set

of regular pointsΛ hasfull probability in the sense that for anyf -invariant Borel proba-

bility measureµ we have thatµ(Λ) = 1. Furthermore, we have that the splittingTx M =

⊕
0≤ j≤r (x) E j (x) dependsµ-measurably on the pointx.

For everyx ∈Λ and0 ≤ i ≤ r (x) with λi (x) < 0 there exists aC 1+α injectively immersed
(∑

λ j (x)≤λi (x) dimE j (x)
)
-dimensional manifold̃W i (x) defined by

W̃ i (x) :=

{
y ∈ M | limsup

n→∞

1

n
log(d ( f n(y), f n(x))) ≤λi (x)

}

with

TxW̃ i (x) =
⊕

λ j (x)≥λi (x)

E j (x)

called thei th stable Pesin manifold. Similarly, unstable Pesin manifolds̃W i (x) exist for

x ∈Λ with λi (x) > 0 defined by

W̃ i (x) :=

{
y ∈ M | limsup

n→∞

1

n
log(d ( f −n(y), f −n(x))) ≤−λi (x)

}
.

See, for example, [Rue79, Section 6] for statements regarding the existence and properties

of local and global stable and unstable manifolds for nonuniformly hyperbolic diffeomor-

phisms. A standard reference on the theory of nonuniform hyperbolicity is [BP07].

We note that theC 1+α regularity of the dynamics is essential to obtain Pesin manifolds.

(See, for example, [Pug84].) In contrast, a diffeomorphismor embedding need only beC 1

to obtain stable and unstable manifolds at every point of a uniformly hyperbolic set.

In Chapter 4 we will primarily be interested in applying Pesin’s theory to Anosov dif-

feomorphisms of the 2-torus. We observe that forM = T2 and f Anosov, at any regular

point x we haver (x) = 1 andλ0(x) < 0 < λ1(x). In this context and writeλs = λ0 and

13



CHAPTER 2. HYPERBOLIC DYNAMICS

λu = λ1 for the stableandunstable Lyapunov exponents. Clearly in this context, for any

regular pointx ∈T2 we haveW̃ 1(x) ⊂W u(x) andW̃ 0(x) ⊂W s (x).

14



CHAPTER 3

FACTS FROM MEASURE THEORY

In this chapter we present some of the basic results and constructions from the theory of

measure-preserving transformations. All finite measure spaces(X ,A ,µ) will be assumed

to beLebesgueor standardmeasure spaces, in that they are measurably isomorphic to the

union of the interval[0,1] equipped with the Lebesgue measure and a countable number of

atoms. We refer to [Roh52] for background and proofs of elementary results. Our primary

interest will be in measures spaces obtained by equipping a manifold with the completion

of a Borel probability measure; these measure spaces are well known to be Lebesgue.

3.1 TRANSFORMATIONS OF MEASURE SPACES AND POINTWISE DIMENSION

OF MEASURES

We begin with some elementary definitions. Consider measurable spaces(X ,A ) and

(Y ,B) and a mapg : X → Y .

— We say the transformationg is measurableif g−1(B ) ∈A for all B ∈B.

— For a measureµ on (X ,A ) and measurableg : X → Y , we define thepush-forward

measureg∗µ on (Y ,B) by (g∗µ)(B ) =µ(g−1(B )).

— For g : (X ,A ) → (X ,A ) measurable, we sayg is µ-preservingif g∗(µ) =µ.

— For g : (X ,A ) → (X ,A ) aµ-preserving transformation we sayµ is g -ergodic (or, less

commonly, thatg isµ-ergodic) if the onlyg -invariant subsets ofX are null or conull.

Formally, we mean thatµ(A∆g−1(A)) = 0 impliesµ(A) = 0 or µ(X à A) = 0.
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— For measuresν,µ defined on(X ,A ) we sayν is absolutely continuous with respect

to µ if µ(A) = 0 impliesν(A) = 0 for all A ∈A . We denote this byν≪µ.

— For ν≪ µ we denote by
dν

dµ
(y) the uniqueµ-integrable function with the property

that

ν(A) =

∫

A

dν

dµ
(y) dµ(y)

called theRadon-Nikodym derivative.

Pointwise dimension of measures

For a metric spaceX and a locally finite Borel measureµ we define the extended-real-

valuedupperandlower pointwise dimensionfunctions

dim(µ, x) := limsup
ǫ→0

logµ(B (x,ǫ))

logǫ

dim(µ, x) := liminf
ǫ→0

logµ(B (x,ǫ))

logǫ

whereB (x,ǫ) denotes the metric ball of radiusǫ at x and thepointwise dimension

dim(µ, x) := lim
ǫ→0

logµ(B (x,ǫ))

logǫ

wherever the limit is defined.

The above quantities are related to the more familiar Hausdorff dimension of a subset

of Rn via the following well known proposition.

Proposition 3.1([You82, Proposition 2.1]). Letµ be a non-atomic, finite Borel measure on

Rn and letµ(Λ)> 0. Suppose there are uniform estimates

δ≤ liminf
r→0

log(µ(B (x,r )))

log r
≤ limsup

r→0

log(µ(B (x,r )))

log r
≤δ

for everyx ∈ Λ. Thenδ ≤ dimH (Λ) ≤ δ wheredimH denotes the Hausdorff dimension of

the setΛ.

Behavior of pointwise dimension under bi-Lipschitz maps

In Chapter 4 we will be interested in the behavior of the pointwise dimension functions

under bi-Lipschitz (and hence Borel measurable) transformations. We state the following

definitions and Proposition which will be of use in Chapter 4.

16
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Let ν andµ two locally finite Borel measures onRm with ν ≪ µ. Recall that for a

measurable setA ⊂Rm , a pointy is said to be aµ-density point ofA if

lim
r→0

µ(B (y,r )∩ A)

µ(B (y,r ))
= 1.

For a locally finite Borel measure onRn , it is well known that any measurable set is equiva-

lent, modulo a null set, to its set of density points.1 We say thaty is abounded(ν,µ)-density

point if there is someN ∈ (0,∞) such thaty is both aµ- andν-density point of the set

{
x ∈Rm

|
1

N
≤

dν

dµ
(x) ≤ N

}
.

We note thatν≪µ impliesν-a.e. point is a bounded(ν,µ)-density point.

Proposition 3.2. Letµ andν be locally finite Borel measures onRm . Let g : Rm → Rm be

a bi-Lipschitz homeomorphism withg∗(µ) ≪ ν. Then for each bounded(g∗(µ),ν)-density

point y we have

1. dim(ν, y)= dim(µ, g−1(y));

2. dim(ν, y)= dim(µ, g−1(y)).

In particular, 1 and 2 hold for(g∗µ)-a.e. pointy .

Proof. Write J(y) for the Radon-Nikodym derivativeJ(y) :=
d g∗µ

dν
(y). For N ∈ N, define

VN :=
{

y | 1/N ≤ J(y) ≤ N
}
. Consider the inequality

g∗µ(B (y,r ))

ν(B (y,r ))
=

∫
B (y,r ) J(z) dν(z)

ν(B (y,r ))
≥

1

N

ν(B (y,r )∩VN )

ν(B (y,r ))

Sincey is aν-density point ofVN for someN , we have that
g∗µ(B (y,r ))

ν(B (y,r ))
is bounded away

from 0 asr → 0.

Similarly,

g∗µ(B (y,r ))

ν(B (y,r ))
= N

g∗µ(B (y,r ))∫
B (y,r ) N dν(z)

≤ N
g∗µ(B (y,r ))∫

B (y,r )∩Vn
J(z) dν(z)

= N
g∗µ(B (y,r ))

g∗µ(B (y,r )∩VN )

which implies that
g∗µ(B (y,r ))

ν(B (y,r ))
is bounded away from∞ asr → 0 sincey is a(g∗µ)-density

point ofVN for someN .

1See for instance the Lebesgue-Besicovitch Differentiation Theorem [Tay06, Theorem 11B.4].

17
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In particular the expression

log

(
g∗µ(B (y,r ))

ν(B (y,r ))

)

is bounded above and below for sufficiently smallr > 0. Hence

limsup
r→0

log
(

g∗µ(B (y,r ))

ν(B (y,r ))

)

log r
= liminf

r→0

log
(

g∗µ(B (y,r ))

ν(B (y,r ))

)

log r
= 0.

We have2

dim(ν, y) := limsup
r→0

log(ν(B (y,r )))

log r

= limsup
r→0

log(ν(B (y,r )))

log r
+ lim

r→0

log
(

g∗µ(B (y,r ))

ν(B (y,r ))

)

log r

= limsup
r→0

log(g∗µ(B (y,r )))

log r

and similarly

dim(ν, y)= liminf
r→0

log(g∗µ(B (y,r )))

log r
.

Sinceg is assumed bi-Lipschitz, for eachy we may findL > 0 and0 <C < 1 such that

d (y, z)< L implies
1

C
d (y, z)≤ d (g−1(y), g−1(z)) ≤C d (y, z).

Thus, for sufficiently smallr > 0 we have

B (g−1(y),r /C ) ⊂ g−1(B (y,r ))⊂B (g−1(y),C r )

and thus

log(µ(B (g−1(y), r
C )))

log r
C + logC

≤
log(g∗µ(B (y,r )))

log r
≤

log(µ(B (g−1(y),C r )))

log(C r )− logC
. (3.1)

Applying thelimsup
r→0

andliminf
r→0

operators to both sides of (3.1) yields the desired results.

3.2 CONDITIONAL MEASURES AND ENTROPY

Given a Lebesgue space(X ,A ,µ), we consider a partitionξ of X by measurable sets.

Givenx ∈ X we writeξ(x) for the partition element ofξ containingx. We denote the space

of equivalence classes byX /ξ, and the projection map byp : X → X /ξ. Theσ-algebraA

2We use here the identitylimsup
n→∞

an + liminf
n→∞

bn ≤ limsup
n→∞

(an +bn ) ≤ limsup
n→∞

an + limsup
n→∞

bn .

18
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then induces aσ-algebraA /ξ on X /ξ. Defining the push-forward measurep∗µ = µ◦p−1

on X /ξ we have that(X /ξ,A /ξ, p∗µ) is a measure space.

Our primary interest will be in partitions that aremeasurablein the sense that theσ-

algebraA /ξ on X /ξ is countably generated. More precisely,ξ is measurable if there exists

a countable collection{A j } of measurable subsets ofX /ξ such that for anyx ∈ X there is a

sequencejk with ξ(x) =
⋂

k∈N A jk
. Equivalently,ξ is a measurable partition of the Lebesgue

space(X ,A ,µ) if and only if the induced measure space(X /ξ,A /ξ, p∗µ) is Lebesgue.3

Given a measurable partitionξ of Lebesgue space(X ,µ), it is well known (see, for

example, [Roh52]) that we may find a collection of measures{µ̃
ξ
x }x∈X , called afamily of

conditional probability measures, with the following properties:

1. µ̃
ξ
x = µ̃

ξ
y for y ∈ ξ(x);

2. µ̃
ξ
x (ξ(x)) = 1 andµ̃ξ

x (X àξ(x)) = 0 for µ-a.e.x;

3. for measurable subsetsA ⊂ X , the functionx 7→ µ̃
ξ
x (A) is measurable and

µ(A) =

∫

X

µ̃
ξ
x (A) dµ(x);

4. the family is unique in the sense that any other collectionof measures satisfying (1)-

(3) is equivalent to{µ̃ξ
x }x∈X on a set of full measure.

We will need the following straightforward observation.

Claim 3.3. Let (X ,µ) be a Lebesgue space,ξ a measurable partition, andg : X → X a

measure-preserving transformation. Writeη = g−1(ξ) := {g−1(C ) | C ∈ ξ}. Let {µ̃
η
x }x∈X and

{µ̃
ξ
y }y∈X be families of conditional measures for the partitionsη andξ, respectively. Then

for µ-a.e.x we have

g∗(µ̃
η
x ) = µ̃

ξ
g (x)

.

Proof. If the claim fails, then there is a setY ⊂ X of positive measure with the property that

for eachx ∈ Y there is a setAx ⊂ ξ(x) with

g∗(µ̃
η

g−1(x)
)(Ax ) 6= µ̃

ξ
x (Ax ).

3Indeed if(X /ξ,A /ξ, p∗µ) is Lebesgue (in particular, separable) thenξ is countably generated; the other
direction follows from [Roh67, Section 1.5].
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(We note that even in the case thatg is not invertible, the notatioñµη

g−1(x)
) is unambiguous

since fory, y ′ ∈ g−1(x) we haveη(y) = η(y ′) whenceµ̃η
y = µ̃

η

y ′.) We suppose without loss

of generality thatg∗(µ̃
η

g−1(x)
)(Ax ) > µ̃

ξ
x (Ax ) for all x in a subsetY ′ ⊂ Y of positive measure.

Letting A =
⋃

y∈Y ′ Ay we have

g∗(µ̃
η
x )(A) ≥ µ̃

ξ
g (x)

(A)

for all x, where the inequality is strict on a set of positive measure.We then have

∫

X

g∗(µ̃
η
x )(A) dµ(x)>

∫

X

µ̃
ξ
g (x)

(A) dµ(x) =

∫

X

µ̃
ξ
x (A) dµ(x) =µ(A).

We use here thatg∗µ = µ, and hence
∫
X

φ(x) dµ(x) =
∫
X

φ(g (x)) dµ(x) for any measurable

functionφ. Finally, we have

∫

X

g∗(µ̃
η
x )(A) dµ(x) =

∫

X

µ̃
η
x (g−1(A)) dµ(x)=µ(g−1(A)).

Hence

µ(g−1(A)) >µ(A),

a contradiction.

3.2.1 Dimension of measures along dynamical foliations.Considerf : M → M aC 1+α

diffeomorphism and denote byΛ its set of regular points (see Section 2.2). Letµ be an

f -ergodic Borel probability measure onM , and note that the functionsr (x), λi (x), and

dimE i (x) are constant on a set of full measureΛ
′ ⊂ Λ. For x ∈ Λ

′ with λi (x) > 0 write

W̃ i (x) for the i th unstable Pesin Manifold. The collection{W̃ i (x)}x∈Λ′ (and the measure-

zero complement of its union) provides a partition ofM . We say that a measurable partition

ξ is subordinate to{W̃ i (x)}x∈Λ if, for µ-a.e.x, we haveξ(x) ⊂ W̃ i (x) andξ(x) contains an

open neighborhood ofx in W̃ i (x).

Let ξ be a measurable partition subordinate to{W̃ i (x)}x∈Λ, and consider a family of

conditional measures{µ̃ξ
x }x∈M . We define measurable functions

δ
i
(x) := dim(µ̃

ξ
x , x) := limsup

ǫ→0

log µ̃
ξ
x (B (x,ǫ))

logǫ

δi (x) := dim(µ̃
ξ
x , x) := liminf

ǫ→0

log µ̃
ξ
x (B (x,ǫ))

logǫ
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Up to null sets, the functionsδ
i
(x) andδi (x) are independent of the choice of the partition

ξ. Furthermore, by [LY85] we have equality

δ
i
(x) = δi (x)

for µ-almost everyx; we defineδi (x) to be this common value.

Since the functionsδi (x) are f -invariant, the assumption thatµ is f -ergodic guarantees

they are constantµ-almost everywhere. In the case thatµ is non-ergodic, the functions

δ
i
(x) andδi (x) are defined by first passing to an ergodic decomposition (see [LY85] for

details). For a regular pointx, andi with λi (x) < 0, we may similarly construct pointwise

dimension functionsδ
i
(x) andδi (x). Finally, we define thestableandunstablepointwise

dimensions of the measureµ to be the measurable functions

δu(x) = max{δi (x) |λi (x) > 0}, and

δs (x) = max{δi (x) |λi (x) < 0}.

A measureµ is said to behyperbolicfor aC 1+α diffeomorphismf : M → M (or simply

hyperbolicwhen the ambient dynamics is understood) ifλi (x) 6= 0 for µ-a.e. regular point

x and every0≤ i ≤ r (x). From [BPS99], for any ergodic hyperbolic measureµ we have

dim(µ) = dim(µ) = δu
+δs , (3.2)

wheredim(µ), dim(µ), δu , andδs are the constant values attainedµ-a.e. by the correspond-

ing functions; in particularµ is exact dimensionalin the sense that

dim(µ, x)= dim(µ, x)= dim(µ, x)

on a set of full measure.

For x ∈ Λ we write u(x) := inf{0 ≤ i ≤ r (x) | λi (x) > 0}. We say a measureµ is a

u-measureif, for any {W u(x)(x)}-subordinate measurable partitionξ and a corresponding

family of conditional probability measures{µ̃ξ
x }, for µ-a.e.x the measurẽµξ

x is absolutely

continuous with respect to the induced Riemannian volume onW̃ u(x)(x). This is equivalent

to the property that forµ-a.e.x

δu(x) =
∑

j≥u(x)

dim E j (x)
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which, in turn, is equivalent to the property that forµ-a.e.x and j ≥ u(x)

dim E j (x) =





δ j (x)−δ j+1(x) j < r (x),

δ j (x) j = r (x).

We similarly defines-measures.

3.2.2 Entropy, dimension, and Lyapunov exponents.Consider a measure-preserving

transformationT of a Lebesgue probability space(X ,µ). Let ξ be a countable partition of

X by measurable sets. We define the entropy of the partitionξ to be the quantity

H (ξ) :=
∑

C∈ξ

µ(C ) logµ(C ) =

∫

X

log(µ(ξ(x))) dµ(x)

(where by convention we define0log 0 = 0.) For n ∈N defineT −n(ξ) to be the partition of

X consisting of the sets

{T −n(C ) |C ∈ ξ}.

For two partitionsη andξ we define thejoint partition

ξ∨η := {C ∩D |C ∈ ξ,D ∈ η}

and dynamical partitions

ξ−n :=
n−1∨

j=0

T − j (ξ).

Theentropy ofT relative to the partitionξ is defined to be

h(T,ξ)= lim
n→∞

1

n
H (ξ−n).

Note that the assumption thatξ is finite or countable is needed in the above definition. How-

ever, alternative definitions of the quantityh(T,ξ)—coinciding with the above for countable

partitions—allow one to extend the definition ofh(T,ξ) to uncountable partitions. See for

example [Roh67].

We define themeasure-theoretic entropyof the transformationT to be

hµ(T ) = sup{h(T,ξ) | H (ξ)<∞}.

The measure theoretic entropy should be interpreted as a numerical measurement of the

complexity of a measure-preserving transformation, and has become a fundamental tool in
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the modern theory of dynamical systems. The measure theoretic entropy satisfies a number

of natural properties:

1. hµ(T n)= nhµ(T ) for n ∈N;

2. if T is invertible thenhµ(T ) = hµ(T −1);

3. for twoT -invariant measuresµ andλ andp ∈ [0,1] we have

phµ(T )+ (1−p)hλ(T ) =hpµ+(1−p)λ(T ).

In general, entropy is difficult to calculate. However, in the context of aC 1+α diffeo-

morphism preserving a Borel probability measure, the following formula, first presented in

[LY85], provides an elegant relationship between entropy,pointwise dimension, and Lya-

punov exponents. Forx a regular point of aC 1+α diffeomorphismf we define functions

γ j (x) :=





δr (x)(x) j = r (x),

δ j (x)−δ j+1(x) u(x)≤ j < r (x).

Note in the case thatµ is ergodic, the functionsγ j (·) are a.e. constant. We then have the

equality

hµ( f )=





∑

λ j>0

γ jλ j µ ergodic,

∫ ∑

λ j (x)>0

γ j (x)λ j (x) dµ(x) µ non-ergodic

(3.3)

known as theLedrappier–Young entropy formula. (3.3) was first established in [You82] for

C 2 surface diffeomorphisms and in [LY85] for generalC 2 diffeomorphisms. For a statement

and proof in theC 1+α setting, we refer to [BP07]. By passing tof −1 a similar result to (3.3)

holds for negative Lyapunov exponents andγk defined with respect to the corresponding

stable pointwise dimension functions.

3.3 EQUILIBRIUM STATES

Consider f : X → X a homeomorphism of a compact metric space andφ : X → R a

continuous function. We say anf -invariant measureµ is anequilibrium state forφ with

respect tof —or simply anequilibrium state forφ when the dynamics is understood—ifµ
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maximizes the expression

hµ( f )+

∫
φ dµ

over all f -invariant probability measures.

We are primarily interested in the setting wheref : M → M is aC 1 transitive Anosov

diffeomorphism andφ : M →R is Hölder continuous or, more generally, whenΛ is a basic

set for aC 1 embeddingf andφ : Λ→R is Hölder continuous. It is well known in this setting

that there exists a unique equilibrium state, often denotedµφ, for φ. Furthermore, the equi-

librium statesµφ are f -ergodic, have full support inΛ, and have positive entropyhµφ
( f ).

In addition, the equilibrium states exhibit alocal product structure—defined formally in

Theorem 3.4(e)—which mimics the topological local productstructure ofΛ. We refer to

[Bow08] for more background in the theory of equilibrium states and [KH95, Chapter 20]

for a more contemporary treatment.

For a transitive Anosov diffeomorphismf , there are three equilibrium states which are

in some sense ‘natural’:

— the forwards SRBmeasure, the equilibrium state for

φu :=− log
(
det

(
D f ↾E u

))
;

— thebackwards SRBmeasure, the equilibrium state for

φs :=− log
(
det

(
D f −1↾E s

))
;

— themeasure of maximal entropy, the equilibrium state forφ≡ 0.

We note that whenf is algebraic, these three measures coincide. Whenf is volume pre-

serving, the forwards and backwards SRB measures coincide.In the non-algebraic, non-

volume preserving setting, each of the three measures abovegeneralizes certain properties

of volume: the measure of maximal entropy is the unique measure whose canonical disin-

tegrations are invariant under holonomies (see Remark 3.5 below), and the forwards (resp.

backwards) SRB measure is the uniqueu- (resp.s-) measure forf .

3.3.1 Product structure of equilibrium states. We now investigate in more detail the

structure of equilibrium states for hyperbolic dynamics. Let Λ be a basic set for aC 1
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embeddingf on a manifold (see Section 2.1.4 for definitions). Letφ : Λ→ R be a Hölder

continuous function and letµ be the associated equilibrium state. Recall that we may find

0 < δ< ǫ with the property that for allx, y ∈Λ with d (x, y)≤ 2δ the intersection

W u
ǫ (x)∩W s

ǫ (y)

is contained inΛ and contains exactly one point. For suchx, y we write

[x, y] :=W u
ǫ (x)∩W s

ǫ (y).

Givenxs ∈W s
δ

(x) andxu ∈W u
δ

(x) we define the local holonomies

hs
x,xs : W u

δ (x) →W u
ǫ (xs ) hs

x,xs : z 7→ [xs , z] (3.4)

hu
x,xu : W s

δ (x) →W s
ǫ (xu) hu

x,xu : z 7→ [z, xu]. (3.5)

The following theorem describes a local product structure for equilibrium states.

Theorem 3.4. Letµ be the equilibrium state associated to a Hölder continuous functionφ

onΛ. Then for eachσ ∈ {s,u} there exists a family of measures{µσ
x }x∈Λ such that

a) the family{µσ
x }x∈M is uniquely determined up to scalar multiplication, andµσ

x = µσ
y

for x ∈W σ(y);

b) µσ
x is supported onW σ(x) ∩Λ and µσ

x (U ) > 0 for any nonempty open subset of

W σ(x)∩Λ;

c) f∗µ
σ
x andµσ

f (x)
are equivalent with

d ( f∗µ
u
x )

dµu
f (x)

( f (y))= eφ(y)−P (φ) (3.6)

d ( f∗µ
s
x )

dµs
f (x)

( f (y))= e−φ( f (y))+P (φ) (3.7)

for y ∈W σ(x), whereP(·) denotes the pressure functional

P(φ) = sup

{
hν+

∫
φ dν

}

where the supremum is taken over allf -invariant measures;
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d) for xs ∈W s
δ

(x) andxu ∈W u
δ

(x) we have

dµu
xs

d ((hs
x,xs )∗µ

u
x )

(·) = eωu
x (·) (3.8)

dµs
xu

d ((hu
x,xu )∗µ

s
x )

(·) = eωs
x (·) (3.9)

where

ωu
x (y) :=

∞∑

i=0

φ( f i (y))−φ( f i ([x, y])) (3.10)

ωs
x (y) :=

∞∑

i=0

φ( f −i (y))−φ( f −i ([y, x])); (3.11)

e) after suitable normalization, on local charts[W s
δ

(x)∩Λ,W u
δ

(x)∩Λ] we have the

product decomposition

dµ(·) = eωu
x (·)+ωs

x (·)−φ(·) d (µu
x ×µs

x )([x, ·], [·, x]); (3.12)

f) for any measurable partitionξ subordinate toF u , up to a normalizing constant, the

family

{eωs
x−φµu

x }

provides a family of conditional probability measuresµ̃
ξ
x ;

Remark 3.5. For µ the measure of maximal entropy—the equilibrium state forφ ≡ 0—

Theorem 3.4(d) guarantees that the families of measures{µu
x }x∈Λ and{µs

x }x∈Λ are invariant

under their respective holonomy maps. This well known property uniquely characterizes

the measure of maximal entropy.

Complete proofs of Theorem 3.4 are missing from the literature, but partial proofs and

sketches exist. We contribute another sketch here.

Proof sketch of Theorem 3.4.The existence of a family of measures satisfying (3.6) and

(3.8) is derived in [Lep00, Theorem 2.3] and [PW01, Proposition 2.3]. We note however

that both references contain minor errors in the statementsand proofs of the results corre-

sponding to (3.6) and (3.8).

(3.7) and (3.9) then follow from (3.6) in (3.8) by replacingf with f −1. In particular,

we check
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d f∗µ
s
x

dµs
f (x)

( f (y)) =
dµs

x

d f −1
∗ µs

f (x)

(y) =
dµs

x

d f −1
∗ µs

f (x)

( f −1( f (y))) = e−φ( f (y))+P (φ)

where the last equality follows from (3.6) applied tof −1.

Using (3.10) and the fact that[x, [x ′, y]]= [x, y] we derive the identity

exp(ωu
x (y)) = exp(ωu

x ([x ′, y]))exp(ωu
x ′ (y)).

By (3.8) we have

dµu
x ′([x ′, ·]) = exp(ωu

x ([x ′, ·]))dµu
x ([x, ·])

and we verify that the expression on the right hand side of (3.12) is well defined; that is, the

measure is defined independently of the choice of base pointx. Furthermore, by (3.6) and

(3.7) we verify that the measure defined by the right hand sideof (3.12) is invariant under

f . Indeed we have

d ( f∗µ)( f (y)) = eωu
x (y)+ωs

x (y)−φ(y) d (µu
x ×µs

x )([x, y], [y, x])

= eωu
x (y)+ωs

x (y)−φ(y) d ( f∗(µu
x ×µs

x ))([ f (x), f (y)], [ f (y), f (x)])

= eωu
x (y)+ωs

x (y)−φ(y)eφ([x,y ])−φ( f ([x,y ])) d (µu
f (x) ×µs

f (x))([ f (x), f (y)], [ f (y), f (x)])

= e
ωu

f (x)
( f (y))+ωs

f (x)
( f (y))−φ( f (y))

d (µu
f (x) ×µs

f (x))([ f (x), f (y)], [ f (y), f (x)])

= dµ( f (y)).

To verify Theorem 3.4(f) it is enough to check that the conclusion holds for a partition

ξ adaptedto some local chartV = [W s
δ

(x)∩Λ,W u
δ

(x)∩Λ] in the sense that for allx ∈V , we

haveξ(x)∩V =W u
V (x)∩Λ.4 For y ∈W u

δ
(x)∩Λ andz ∈W s

δ
(x)∩Λ define functions

g (y, z) := exp
(
ωu

x ([z, y])+ωs
x ([z, y])−φ([z, y])

)

c(z) :=

∫

W u
δ

(x)

g (y, z) dµu
x (y).

4Indeed, for any two measurable,F
u-subordinate partitions, the families of conditional measures agree, up

to renormalization, on their common refinement.
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For A ⊂V measurable we have

µ(A) =

∫

W s
δ

(x)

∫

W u
δ

(x)

1A([z, y])g (y, z) dµu
x (y) dµs

x (z)

=

∫

W s
δ

(x)

c(z)




1

c(z)

∫

W u
δ

(x)

1A([z, y])g (y, z) dµu
x (y)


 dµs

x (z)

=

∫

W s
δ

(x)

c(z)




1

c(z)

∫

W u
δ

(z)∩A

g ([x, ·], z) dµu
x ([x, ·])


 dµs

x (z)

=

∫

W s
δ

(x)




∫

W u
δ

(x)

g (y, z) dµu
x (y)







1

c(z)

∫

W u
δ

(z)∩A

g ([x, ·], z) dµu
x ([x, ·])


 dµs

x (z)

=

∫

W s
δ

(x)

∫

W u
δ

(x)




1

c(z)

∫

W u
δ

(z)∩A

g ([x, ·], z) dµu
x ([x, ·])


 g (y, z) dµu

x (y) dµs
x (z)

=

∫

V




1

c(z)

∫

ξ([z,y ])∩A

g ([x, ·], z) dµu
x ([x, ·])


 dµ([z, y]).

Hence the family of measures{µ̃
ξ
q }q∈V defined by

µ̃
ξ
q (A) =

1

c([q, x])

∫

ξ(q)∩A

g ([x, ·], [q, x]) dµu
x ([x, ·])

forms a family of conditional probability measures for the partition ξ. We have

µ̃
ξ
q (A) =

1

c([q, x])

∫

ξ(q)∩A

g ([x, ·], [q, x]) dµu
x ([x, ·])

=
1

c([q, x])

∫

ξ(q)∩A

exp(ωu
x (·)+ωs

x (·)−φ(·)) dµu
x ([x, ·])

=
1

c([q, x])

∫

ξ(q)∩A

exp(ωs
x (·)−φ(·)) dµu

q (·)

=
1

c([q, x])

∫

ξ(q)∩A

exp(ωs
q (·)+ωs

x (q)−φ(·)) dµu
q (·)

=
eωs

x (q)

c([q, x])

∫

ξ(q)∩A

exp(ωs
q (·)−φ(·)) dµu

q (·)

and the result follows.
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3.3. EQUILIBRIUM STATES

The uniform hyperbolicity off and the Hölder continuity ofφ ensure that the functions

ωσ
x (y) are well defined. By Claim 3.3 and Theorem 3.4(f), for a.e.x ∈Λ we expect

f∗(eωs
x−φµu

x )= K e
ωs

f (x)
−φ

µu
f (x)

for some constantK . We check thatK = e−P (φ)+φ( f (x)) works. Note that even forx ′ ∈

W u(x)∩Λ the measureseωs
x−φµu

x andeωs
x′
−φµu

x ′ differ by the constant factoreωs
x (x ′). Hence

it is expected that the rescalingK will depend on the pointx.
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CHAPTER 4

STATEMENT AND PROOF OF RESULTS

The problem considered in this thesis is of the following nature:

Given a Borel probability measureµ on a manifoldM , classify—or find non-

trivial constraints on—the group ofµ-preserving diffeomorphisms ofM .

In two extreme cases the group ofµ-preserving diffeomorphisms is in some sense too large

to admit interesting constraints. On one extreme, ifµ is a volume the group ofµ-preserving

diffeomorphisms is an infinite-dimensional manifold. On the other extreme, ifµ is a sup-

ported on a finite set, the group ofµ-preserving diffeomorphisms is a finite-codimensional

manifold in the space of all diffeomorphisms ofM . Thus a natural class of measures in

which to first consider the above problem is the class of singular measures with full sup-

port. In this thesis, we study the above problem for familiesof measures supported on the

2-torus.

4.1 STATEMENT OF RESULTS

Consider a compact smooth manifoldM , and a collection of Borel probability measures

{µi } supported onM . For r ∈ [1,∞)∪ {∞} we write Diffr (M ; {µi }) for the group ofC r

diffeomorphismsf : M → M such thatf∗µi =µi for all i . For{Fi } a family of foliations on

M , we writeDiffr (M ; {Fi }) for the group ofC r diffeomorphisms preserving each foliation

Fi .1

1We recall that a diffeomorphismf : M → M is said to preserve a foliationF if, for any x ∈ M , the restriction
f ↾F (x) is a diffeomorphismf ↾F (x) : F (x) →F ( f (x)).



4.1. STATEMENT OF RESULTS

To state our results, fixθ ∈ (1,∞)∪ {∞} and a (nonlinear)Cθ Anosov diffeomorphism

f : T2 →T2. Forσ∈ {s,u} andv ∈ Eσ(x)à {0} define the functions

λσ(x) := lim
n→±∞

1

n
log(‖D f n

x v‖). (4.1)

By Oseledec’s Theorem [Ose68], there is a setΛ ⊂ T2, with µ(Λ) = 1 for any f -invariant

Borel probability measureµ, such that for everyx ∈ Λ the limits in (4.1) exist. Ifµ is f -

ergodic the functionsλu(·) andλs (·) are constantµ-a.e. whence we writeλu
µ andλs

µ for

these constants.

Theorem 4.1. Letµ be an f -ergodic measure onT2 with hµ( f ) > 0 and full support. Ifµ

satisfies

λu
µ 6= −λs

µ

then forr > 1,

1. the set of zero-entropy diffeomorphismsN := {g ∈ Diffr (T2;µ) | hµ(g ) = 0} is a normal

subgroup ofDiffr (T2;µ);

2. if Diffr (T2;µ) 6= N then there is an isomorphismDiffr (T2;µ)/N ∼=Z.

In particular, Theorem 4.1 says that, up to zero-entropy diffeomorphisms, the group

Diffr (T2;µ) looks like the cyclic groupZ. Note in particular thatDiffr (T2;µ) 6= N whenever

r ≤ θ as we havef ∈ Diffr (T2;µ).

For a large subclass of measures satisfying the conditions of Theorem 4.1, we are able

to give a more precise description of the groupDiffr (T2;µ).

Theorem 4.2. Letµ be an equilibrium state for a Hölder continuous potential (with respect

to f ) that is neither the measure of maximal entropy, nor the forwards or backwards SRB

measure. Assume in addition that

λu
µ+λs

µ 6= 0.

Then for anyr ≥ 1 there is anm ∈N such that the cyclic subgroup generated byf m : T2 →

T2 has finite index inDiffr (T2;µ). In particular, Diffr (T2;µ) is either finite or virtually

infinite cyclic.
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CHAPTER 4. STATEMENT AND PROOF OF RESULTS

Recall that a groupG is calledvirtually infinite cyclicif there is a finite index subgroup

G ′ ⊂ G with G ′ ∼= Z. We note that forr ≤ θ, we can takem = 1 in the conclusion of

Theorem 4.2. Note however that we do not rule out the possibility that m = 0 in the case

that there are no infinite order elements inDiffr (T2;µ) whenr > θ.

Using similar arguments we obtain the following.

Theorem 4.2’. Let µ,ν be two f -ergodic Borel probability measures with full support.

Assumehµ( f ) > 0, hν( f )> 0, and

λu
ν +λs

ν < 0 <λu
µ+λs

µ.

Then for anyr ≥ 1 there is anm ∈N such that the cyclic subgroup generated byf m : T2 →

T2 has finite index inDiffr (T2; {ν,µ}). In particular, Diffr (T2; {ν,µ}) is either finite or virtu-

ally infinite cyclic.

For instance, iff : T2 →T2 is an Anosov diffeomorphism that is not volume-preserving,

then Theorem 4.2’ applies the forwards and backwards SRB measures forf .

We emphasize that Theorem 4.2 holds forr = 1, whereas Theorem 4.1 requires the

additional hypothesis thatr > 1. We note that the hypothesis in all our theorems thatλu
µ 6=

−λs
µ forces the dynamicsf : T2 →T2 to be nonlinear and the measureµ to be singular with

respect to the Riemannian volume.

4.2 FOLIATION RIGIDITY

Let f : T2 →T2 be as in Section 4.1 withF s andF
u the stable and unstable foliations.

Before proving the main theorems we demonstrate mechanismsby which the preservation

of an f -invariant measure forces the preservation of the dynamical foliations F
u andF

s .

4.2.1 Rigidity of the slow foliation. Consider anf -ergodic measureµ with hµ( f ) > 0

andλu
µ 6= −λs

µ. By theslow foliationwe mean the foliation whose corresponding Lyapunov

exponent is smaller in absolute value. We show that, under the additional hypothesis thatµ

has full support, anyg ∈ Diffr (T2;µ) preserves the slow foliation. For simplicity we assume

|λu
µ| < |λs

µ|, and showg preservesF u .
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4.2. FOLIATION RIGIDITY

Proposition 4.3. Let µ be an f -ergodic Borel probability measure with full support and

hµ( f ) > 0. Suppose

λu
µ+λs

µ < 0.

ThenDiffr (T2;µ) ⊂ Diffr (T2;F u) for all r ≥ 1.

Proof. Let g ∈ Diffr (T2;µ). We writeG = g (F u ). If G 6= F
u then there is some open set

V ⊂T2 such that

1. V is a bifoliation chart forF u andF
s ;

2. V is a foliation chart forG ;

3. for eachx, y ∈V the intersectionGV (x)∩W u
V

(y) contains at most one point, and the

intersection is transverse.2

For y ∈ V we identify W s
V

(y) with the quotient spaceV /F u
V

. Define µ̂y to be the

quotient measure onW s
V (y) given by

µ̂y (B )=µ
(
W u

V (B )
)

and define the corresponding pointwise dimension functions

δ̂+(y) = limsup
r→0

log
(
µ̂y (W s

r (y))
)

log r
δ̂−(y) = liminf

r→0

log
(
µ̂y (W s

r (y))
)

log r
.

Since the unstable holonomies are bi-Lipschitz, by Proposition 3.2 δ̂±(y) = δ̂±(z) for z ∈

W u
V (y).

By [LY85, Lemma 11.3.1] we have

δ̂−(y)+δu
≤dim(µ, y)

for µ-a.e.y ∈V , whence, by (3.2) we conclude that

δ̂−(y) ≤δs (4.2)

for µ-a.e.y .

Note that (3.3) and the hypothesisλu
µ+λs

µ < 0 implies thatδu −δs > 0. Fix 0 < η< δu −

δs . We write{µ̃G

V ,y }y∈V for a family of conditional measures associated to the (measurable)

2See Section 2.1.2 for notation for local foliations.
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partition ofV by the leaves of the local foliationGV . Note that by Claim 3.3, the fact that

g is bi-Lipschitz, and Proposition 3.2, we havedim(µ̃G

V ,y , y)= δu for a.e.y ∈V . Define

Γ
l
R := {x ∈V | l−1r δu+η

≤ µ̃G

V ,x (B (x,r ))≤ l r δu−η for all 0 < r < R}

and fixl andR such thatµ(Γl
R )> 0. OnW s

V (y) define a second quotient measureν̂l
R by

ν̂l
R (B ) :=µ(W u

V (B )∩Γ
l
R ).

Clearly ν̂l
R ≪ µ̂ thus, by Proposition 3.2, for everyx ∈ V and ν̂l

R-a.e.y ∈ W s
V (x) we have

dim(ν̂l
R , y)= δ̂−(y).

Fix such ay . Using the uniform transversality of the local foliationsGV andF
u
V

and

the fact that the unstable holonomies are bi-Lipschitz, we may find ac ∈ (0,1) such that

W u
V (W s

cr (y)) ⊂
⋃

z∈W u
V

(y)

BG (z,r )

for all sufficiently smallr > 0. HereBG (z,r ) denotes ball of radiusr at z in internal metric

of the submanifoldG (z). (NoteBG (z,r ) ⊂ B (z,r ), whereB (z,r ) denotes the ambient metric

ball of radiusr .) Hence

ν̂l
R (W s

cr (y)) =

∫

V

µ̃G

V ,x

(
W u

V (W s
cr (y))∩GV (x)∩Γ

l
R

)
dµ(x)

≤

∫

V

2l r δu−η dµ(x)

= K r δu−η.

for someK and all sufficiently smallr > 0. We thus conclude that

dim(ν̂l
R , y)≥ δu

−η> δs

and hencêδ−(y)> δs on a set of positive measure contradicting (4.2).

4.2.2 Rigidity of the fast foliation for equilibrium states. In the case thatµ is an equi-

librium state, we are able to utilize the local product structure ofµ in Theorem 3.4 to obtain

a result stronger than Proposition 4.3.

Proposition 4.4. Let µ be an equilibrium state for a Hölder continuous potential onT2

(with respect to the dynamics off ). Suppose thatµ is neither the forwards nor backwards
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4.2. FOLIATION RIGIDITY

SRB measure and satisfies

λu
µ 6= −λs

µ.

Then

Diffr (T2;µ) ⊂ Diffr (T2; {F s ,F u })

for all r ≥ 1.

Proof. By passing tof −1 if necessary we may assume that|λu
µ| < |λs

µ| whence Proposi-

tion 4.3 implies that anyg ∈ Diffr (T2;µ) preservesF u . We use the local product structure

of µ to show thatg preservesF s under the additional assumption thatµ is not the forwards

SRB measure.

Fix anr ≥ 1 andg ∈ Diffr (T2;µ). Writing G = g (F s ) assume for the purpose of contra-

diction thatG 6= F
s . Then there exists anx0 ∈ T2 such that for all sufficiently smallδ > 0

and for the local chart

V = [W s
δ (x0),W u

δ (x0)]

and all y, z ∈ V , the intersectionsGV (y)∩W u
V (z) and GV (y)∩W s

V (z) are transverse and

contain at most one point. (See Figure 4.1.) Furthermore, wemay chooseδ > 0 small

enough such thatg−1(V ) is contained in a local product chart.

We denote by{µu
x }x∈V the system of canonical measures along the unstable manifolds

described in Theorem 3.4. Let

Υ := {x ∈V |dim(µu
x , x) =δu } ⊂V.

Proposition 4.4 follows easily from the following claim, which will be proved shortly.

Claim 4.5. We have the following

1. Υ has full measure inV , in particular Υ is nonempty;

2. Υ contains fullF s
V

-leaves;

3. Υ contains fullGV -leaves.

The assumptions that the intersectionsGV (y)∩W s
V

(z) are transverse and thatΥ is both

F
s
V - andGV -saturated imply thatΥ contains an open set. Indeed fory ∈Υ, we haveW s

V (y)∈
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CHAPTER 4. STATEMENT AND PROOF OF RESULTS

Υ whence

W =
⋃

z∈W s
V (y)

GV (z)

contains an open foliation chart forG . In particularΥ contains a curveI ⊂ W u
δ

(y). By

Proposition 3.1 we obtain thatdimH (I )≤ δu , wheredimH (I ) denotes the Hausdorff dimen-

sion of the setI . However the Hausdorff dimension ofI is 1, whereas the assumption that

µ is not the forwards SRB measure impliesδu < 1. Hence we obtain a contradiction and

the proposition follows.

We now establish the assertions in Claim 4.5. We note that forall x, y ∈ V or x, y ∈

g−1(V ), we havex ∈ W u
ǫ ([x, y]) and x ∈ W s

ǫ ([y, x]). Let φ be the Hölder continuous po-

tential function forµ. Then we may find constantsC > 0 and0 < α < 1 such that for any

x, y ∈ T2 we have|φ(x)−φ(y)| < C d (x, y)α. In particular, the Hölder continuity ofφ and

hyperbolicity of f ensures that for anyx, y ∈V or x, y ∈ g−1(V ) we have the uniform bound

|ωs
x (y)| ≤Cǫα

1

1− (κ−1)α

whereωs
x (y) is as defined in (3.11) andκ is as in (2.2). Similarly for allx, y ∈ V andλ as

in (2.1) we have

|ωu
x (y)| ≤Cǫα

1

1−λα
.

Set

N := exp

(
Cǫα

1

1− (κ−1)α
+max

{
|φ(x)| | x ∈T2

})
; (4.3)

M := exp

(
Cǫα

1

1−λα

)
.

We write {µ̃u
x := exp(ωs

x −φ)µu
x } for the unnormalizedfamily of conditional measures ob-

tained in Theorem 3.4(f) for the partition{F u
V

(x)}x∈V of V .

Proof of Claim 4.5.1.For everyx ∈V andy ∈W u
V

(x) we have

1

N
≤

dµu
x

d µ̃u
x

(y)≤ N . (4.4)

By Proposition 3.2 applied to the identity map we have that

Υ= {x ∈V | dim(µ̃u
x , x) = δu}
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4.2. FOLIATION RIGIDITY

and the result follows.

Proof of Claim 4.5.2.Fix x ∈Υ andx ′ ∈W s
V (x). Recall that the holonomy map

hs
x,x ′ : W u

V (x) →W u
V (x ′)

defined by (3.4) is bi-Lipschitz. Furthermore, by Theorem 3.4(d) we have

1

M
≤

dµu
x ′

d ((hs
x,x ′)∗µ

u
x )

≤ M

thusx ′ ∈Υ by Proposition 3.2.

Proof of Claim 4.5.3.Recall thatg preserves the foliationF u . We consider the family of

measuresνx := g∗(µu
g−1(x)

) supported on unstable leaves{W u
V

(x)}x∈V and the subset

Υ
′ := {x ∈V |dim(νx , x)= δu}.

Arguing as in the proof of Claim 4.5.2, we have thatg−1(Υ′) is F
s
g−1(V )

-saturated, and hence

Υ
′ is GV -saturated. To establish the claim, we showΥ=Υ

′.

For anyw ∈V , consider a connected open set (i.e an interval)U ⊂W u
δ

(w ). Let

T :=GV (U )

and fory ∈V write Ty := T ∩W u
V (y). See Figure 4.1.

b

b

b

x0

y
U

w

T

TyW u
V (y)

W u
δ

(x0)

W s
δ

(x0)

G

Figure 4.1: The local chartV
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Consider the following real-valued functions onV .

j1,U : y 7→µu
y (Ty )

j2,U : y 7→ g∗(µu
g−1(y)

)(Ty )

c1 : y 7→µu
y (W u

V (y))

c2 : y 7→ g∗(µu
g−1(y)

)(W u
V (y))

c̃1 : y 7→ µ̃u
y (W u

V (y))=

∫

W u
V (y)

exp(ωs
y −φ) dµu

y

c̃2 : y 7→ g∗(µ̃u
g−1(y)

)(W u
V (y)) =

∫

W u
V

(y)

exp(ωs
g−1(y)

◦ g−1
−φ◦ g−1) d g∗(µu

g−1(y)
).

Note that

1

N
j1,U (y)≤ µ̃u

y (Ty )≤ N j1,U (y)

1

N
j2,U (y)≤ g∗(µ̃u

g−1(y)
)(Ty ) ≤ N j2,U (y)

1

N
ci (y)≤ c̃i (y) ≤ N ci (y)

Claim 4.6. The functionsj1,U , j2,U ,c1, andc2 are continuous.

Proof. First note that each function is invariant alongW u
V

(y). Secondly, since the unstable

holonomies are bi-Lipschitz, there is a constantK > 0 such that fory ′ ∈ W s
V (y) and z ∈

W u
V (y ′) we have

d (z, [y, z])≤K d (y ′, y)

and hence

|ωu
y (z)| ≤C K αd (y, y ′)α

1

1−λα
.

Hence for any Borel setA ⊂W u
V

(y) we have

exp

(
−C K αd (y, y ′)α

1

1−λα

)
µu

y (A) ≤µu
y ′(hs

y,y ′(A)) ≤ exp

(
C K αd (y, y ′)α

1

1−λα

)
µu

y (A)

and hence asy ′ → y we haveµu
y ′(hs

y,y ′(A)) →µu
y (A). This establishes the continuity ofc1.
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4.2. FOLIATION RIGIDITY

Let C1 = max{c1(y) | y ∈V }. For anyy, y ′ ∈V and BorelA ⊂W u
V

(y) we have

|µy (A)−µy ′ (hs
y,y ′(A))|

≤ max
σ∈{+1,−1}

{∣∣∣∣µy (A)−exp

(
σC K αd (y, y ′)α

1

1−λα

)
µy (A)

∣∣∣∣
}

= max
σ∈{+1,−1}

{∣∣∣∣
(

1−exp

(
σC K αd (y, y ′)α

1

1−λα

))
µy (A)

∣∣∣∣
}

=

∣∣∣∣
(

1−exp

(
C K αd (y, y ′)α

1

1−λα

))
µy (A)

∣∣∣∣

≤

∣∣∣∣
(

1−exp

(
C K αd (y, y ′)α

1

1−λα

))
c1(y)

∣∣∣∣

≤

∣∣∣∣
(

1−exp

(
C K αd (y, y ′)α

1

1−λα

))
C1

∣∣∣∣ .

In particular, for anyǫ > 0 we may findδ > 0 such that for anyy, y ′ ∈ V with d (y, y ′) < δ

and any BorelA ⊂W u
V

(y) we have

|µu
y (A)−µu

y ′ (hs
y,y ′(A))| < ǫ/2.

Now consider the endpoints{a,b} = Ty àTy . There is a continuous functionr (y ′) with

r (y ′) → 0 asy ′→ y with the property that

Ty∆hs
y ′,y (Ty ′)⊂W u

r (y ′)(a)∪W u
r (y ′)(b).

We have

|µu
y (hs

y ′,y (Ty ′))−µu
y (Ty )| ≤µu

y (Ty∆hs
y ′,y (Ty ′)) ≤µu

y

(
W u

r (y ′)(a)∪W u
r (y ′)(b)

)
.

Sinceµu
y is non-atomic we have thatµu

y

(
W u

r (y ′)
(a)∪W u

r (y ′)
(b)

)
→ 0 asy ′ → y .

Consequently, for anyǫ> 0 we may findδ> 0 such thatd (y, y ′) < δ implies

|µu
y ′(Ty ′)−µu

y (hs
y ′,y (Ty ′))| < ǫ/2

and

|µu
y (hs

y ′,y (Ty ′))−µu
y (Ty )| ≤ ǫ/2.

This proves the continuity ofj1,U . Similar arguments with respect to the product structure

of the local product chart containingg−1(V ) show the continuity ofc2 and j2,U .
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Now, consider the inequalities

j1,U (y)

N c1(y)
≤

j1,U (y)

c̃1(y)
≤ N

µ̃u
y (Ty )

c̃1(y)
,

1

N

g∗(µ̃u
g−1(y)

)(Ty )

c̃2(y)
≤

j2,U (y)

c̃2(y)
≤ N

j2,U (y)

c2(y)

whereN is as in (4.3). We have that
1

c̃1(y)
µ̃u

y and
1

c̃2(y)
g∗(µ̃u

g−1(y)
) define families of con-

ditional probability measures for the partition ofV by local unstable manifolds, and thus

µ̃u
y (Ty )

c̃1(y)
=

g∗(µ̃u
g−1(y)

)(Ty )

c̃2(y)

on a set of full measure. We then have that

j1,U (y) ≤ N 4 c1(y)

c2(y)
j2,U (y) (4.5)

for a.e.y ∈V . Since each side of (4.5) is continuous and the measureµ has full support, we

have that (4.5) holds forall y in V . Similarly, we have

j1,U (y) ≥
1

N 4

c1(y)

c2(y)
j2,U (y)

for all y . In particular, sinceU andw were arbitrary, for anyy ∈V we have

c1(y)

N 4c2(y)
≤

dµu
y

d g∗µ
u
g−1(y)

≤ N 4 c1(y)

c2(y)
.

Hence for everyy ∈ V we have thatµu
y is equivalent tog∗µ

u
g−1(y)

with bounded Radon-

Nikodym derivative. It then follows from Proposition 3.2 thatΥ=Υ
′.

We finish this chapter with proofs of the main theorems.

4.3 PROOF OFTHEOREM 4.1

We recall that we have fixedf : T2 → T2 a Cθ Anosov diffeomorphism forθ > 1. For

the remainder of this section, fixh : T2 →T2 bi-Hölder, andA ∈ GL(2,Z) such that

h ◦ f ◦h−1
= L A. (4.6)

Fix µ as in Theorem 4.1, andr ≥ 1+α for someα> 0. By passing tof −1 if necessary, we

assume|λu
µ | ≤ |λs

µ|. We continue to writeF u andF
s for the foliations ofT2 induced by

the dynamics off . For g ∈ Diffr (T2;µ), Proposition 4.3 guaranteesg preservesF u . The
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functionsr andλ j will be as in Section 2.2 with respect to the dynamics ofg . We write

E i
g (x) andW̃ i

g (x) for the Lyapunov subspaces and corresponding Pesin manifolds atx under

the dynamics ofg .

For g ∈ Diffr (T2;µ) define the following data.

1. LetΛ(g ) be the set of regular pointsx for g with r (x) = 0 andλ0(x) = 0, or r (x) = 1

andλ0(x) ·λ1(x) ≤ 0. That is,Λ(g ) is the set of regular points forg such that the

Lyapunov exponents are not all positive or all negative.

2. LetΩ(g ) ⊂Λ(g ) denote the set of points with one positive and one negative exponent;

that is, forx ∈Ω(g ) we haver (x)= 1 andλ0(x) ·λ1(x)< 0.

3. Define the measurable functionsχg andJg onT2

χg : x 7→ limsup
n→∞

1

n
log

(
‖Dg n

x ↾TxFu (x)‖
)

and

Jg : x 7→ ‖Dgx↾Tx Fu (x)‖.

4. Defineχ(g ) :=
∫
χg dµ.

We remark thatµ(Λ(g )) = 1. Indeed writingΥ for the set of regular points forg with

all Lyapunov exponents strictly positive, we have thatΥ is g -invariant and measurable.

Supposeµ(Υ) > 0 and letν be the probability measureν(A) = µ(A ∩Υ)/µ(Υ). Applying

(3.3) tog−1 we havehν(g ) = 0 (note thatg−1 has no positive Lyapunov exponents onΥ) .

On the other hand, forx ∈Υ, the unstable Pesin manifoldâW u(x) contains a neighborhood of

x in T2. In particular, the unstable dimension ofµ atµ-a.e. point ofΥ is equal todim(µ) > 0.

Applying (3.3) tog we must haveµ(Υ) = 0. Similarly the set of points with strictly negative

Lyapunov exponents is a null set.

We will see shortly that the entropyhµ(g ) is effectively computed by the dynamics ofg

along the foliationF u . Furthermore, the entropy satisfies the following ‘signed additivity’

property onDiffr (T2;µ).
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Proposition 4.7. For µ as in Theorem 4.1 andr ≥ 1+α, onDiffr (T2;µ) the metric entropy

satisfies

hµ(g1 ◦ g2)=





hµ(g1)+hµ(g2) if χ(g1) ·χ(g2)≥ 0,

|hµ(g1)−hµ(g2)| otherwise.

(4.7)

Proof. The proof follows in a number of claims. Fix anr ≥ 1+α and ag ∈ Diffr (T2;µ).

Step 1:χg is a Lyapunov exponent forg . Indeed we have that the functionsχg and Jg are

related via the formula

χg (x) = limsup
n→∞

1

n

n−1∑

i=0

log(Jg (g i (x))).

Forg ∈ Diffr (T2;µ) let Ig denote theσ-algebra ofg -invariant sets. By the Birkhoff Ergodic

Theorem3 we have forµ-a.e.x the equalities4

χg (x) = E(log Jg |Ig )(x)

= lim
n→±∞

1

n
log

(
‖Dg n

x v‖
)

(4.8)

establishing thatχ(g ) is a Lyapunov exponent.5

Furthermore for almost everyx ∈Λ(g ) with two distinct Lyapunov exponents, (i.e. with

r (x) = 1), we have thatTxF
u(x) is the Lyapunov subspace associated toχg . Indeed ifx is

such a point and0 6= v ∈ TxF
u(x) satisfies

v =α0v0 +α1v1

wherev j ∈ E
j
g (x) andα j 6= 0 then we have

λ0(x) = lim
n→−∞

1

n
log

(
‖Dg n

x v‖
)
6= lim

n→∞

1

n
log

(
‖Dg n

x v‖
)
=λ1(x)

which can only hold on a null set by (4.8).

Let i (x) be the a.e.-defined{0,1}-valued function onΛ(g ) satisfyingχg (x) =λi (x)(x).

Step 2: Local Pesin manifolds associated toχg . We establish the following claim.

3See for example [KH95].
4Here, the right hand side of the first equality denotes a conditional expectation.
5More precisely,χg is restriction of a Lyapunov exponent to the subbundleT F

u .
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Claim 4.8. For a.e. regular pointx with χg (x) 6= 0 we have that̃W i (x)
g (x)∩F

u(x) contains

a neighborhood ofx in F
u (x).

Proof. Fix a Riemannian metric onT2 and let

Exp′
y : TyF

u(y)→F
u(y)

denote the exponential map for the restriction of the metricto F
u(y). We haveExp′

y is

C 1+α for someα> 0. We denote byBy (0,r ) ⊂ TyF
u(y) the norm-ball of radiusr centered

at zero inTyF
u (y). For a fixedr we then have that the mapsExp′

y : By (0,r ) → F
u(y) are

bi-Lipschitz and the Lipschitz constants are bounded uniformly in the variabley .

For r sufficiently small, definẽgy : By (0,r ) → Tg (y)F
u(g (y)) by

g̃y = (Exp′
g (y))

−1
◦ g ◦Exp′

y .

Let η : R → R be aC∞ function with η(x) = 1 for x ≤ 1/2 and η(x) = 0 for x ≥ 1 and

0 < η(x) < 1 for 1/2 < x < 1. Then defineGy : TyF
u(y) → Tg (y)F

u(g (y))

Gy (v) := Dgy (v)+η(r−1v)(g̃y (v)−Dgy (v)).

Then we have

Gy (v) =





g̃y (v) ‖v‖≤ r /2,

Dgy (v) ‖v‖≥ r.

We have thatGy is a Lipschitz perturbation ofDgy :

‖(Dgy −Gy )(v)− (Dgy −Gy )(u)‖ ≤ γr‖v −u‖,

and, by takingr sufficiently small, we may makeγr arbitrarily small.6 FurthermoreDgy (0) =

Gy (0) = 0 by construction whence

‖(Dgy −Gy )(v)‖ ≤γr ‖v‖.

We emphasize that the above bounds are uniform over ally ∈T2. We writeGn
y :=Gg n−1(y) ◦

Gg n−2(y) ◦ · · · ◦Gy .

As noted earlier, we have thatµ(Λ(g )) = 1. In particular, for almost everyx as in

6This is a standard construction and we omit the details whichcan be found, for instance, in [Yoc95, Section
2.4].
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the claim, the Lyapunov subspaceE i (x)
g (x) associated toχg (x) is 1-dimensional and hence

equal toTxF
u(x). Fix anyx with χg (x) 6= 0 andE i (x)

g (x) = TxF
u(x). By passing tog−1 if

necessary we may assumei (x) = 0, that is,λ1(x) ≥ 0 > λ0(x). Fix some0 < ǫ < 1
4 |λ0(x)|.

The nonuniform hyperbolicity ofDg along the orbit ofx guarantees we may find a constant

C =C (x,ǫ) (whereC (x,ǫ) depends measurably onx) such that forv ∈ TxF
u(x)

‖Dg n
x v‖≤C en(λ0(x)+ǫ)

‖v‖.

Write η= eǫ−1 > 0. We may chooser small enough such that

γr < η · inf
{

Jg (y) | y ∈T2
}

.

The bound onγr then guarantees that for anyR andy ∈T2 we have

Gy (By (0,R)) ⊂Dgy

(
By (0, (1+η)R)

)
.

Indeed, for anyv ∈ By (0,R) we have

‖Gy (v)‖≤ ‖Dgy (v)‖+γr ‖v‖

≤ Jg (y)R +γr R

≤ (Jg (y)+ηJg (y))R

soGy (v)⊂ Dgy (By (0, (1+η)R) for all y . Consequently, we obtain the inclusion

Gn
y (By (0,R)) ⊂ Dg n

y

(
By (0, (1+η)n R)

)
.

(We emphasize, however, that the above arguments works becausedim TyF
u (y) = 1 and

thus the norm and co-norm ofDgy are equal, and all linear maps commute; any higher-

dimensional argument would require far more subtle controlof the geometry.)

Thus forv ∈ TxF
u(x) we have

‖Gn
x (v)‖≤C en(λ0(x)+ǫ)(1+η)n

‖v‖=C en(λ0(x)+2ǫ)
‖v‖.

In particular there is somer ′ > 0 such thatGn
x (Bx (0,r ′)) ⊂ Bg n(x)(0, r

2 ) for all n ≥ 0. Note
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4.3. PROOF OFTHEOREM 4.1

then thatGn
x ↾Bx (0,r ′) = g̃g n−1(x) ◦ · · · ◦ g̃g (x) ◦ g̃x . Let

U = Exp′
x (Bx (0,r ′)).

We then have thatU ⊂F
u(x) and fory ∈U

d (g n(x), g n(y)) ≤C ′en(λ0(x)+2ǫ)d (x, y)

for someC ′. For small enoughr ′, this characterizes7 U as contained in a local stable Pesin

manifold forλ0(x) at x and the claim follows.

Step 3: Uniformity of the dynamics ofg alongF
u . We assert the following regarding the

dynamics ofg along the foliationF u .

Claim 4.9.

1. For a.e.x ∉Ω(g ), we haveχg (x) = 0.

2. We have a dichotomy: either for everyx ∈ Λ(g ) with λ0(x) < 0 we haveW̃ 0(x) ⊂

F
u(x) or for everyx ∈Λ(g ) with λ1(x) > 0 we havẽW 1(x) ⊂F

u (x).

3. There is a set of full measure on whichχg restricts to either a nonpositive or a non-

negative function.

Proof. To see the first assertion, first note thatχg is clearly zero-valued on the set of points

in Λ(g ) with only zero-Lyapunov exponents. Denote byΥ⊂Λ(g )àΩ(g ) the set of regular

points forg with one positive and one zero-Lyapunov exponent. Note thatΥ is g -invariant

and measurable. Supposeµ(Υ) > 0 and letν be the probability measureν(A) = µ(A ∩

Υ)/µ(Υ). Then applying (3.3) tog−1 we havehν(g ) = 0 since onΥ, g−1 has no positive

Lyapunov exponents. Let

Υ
′ := {x ∈Υ | χg (x)> 0}.

Then applying (3.3) and Claim 4.8 we have

hν(g ) ≥

∫
δuχg (x) dν(x)=

∫

Υ′

δuχg (x) dν(x).

7See for example the characterization of local stable manifolds in [Rue79, Theorem 6.1(a)].
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Thus we must haveµ(Υ′) = 0. Arguing similarly on the set of points with one negative and

one zero-Lyapunov exponent we obtain the first assertion. Inparticular, we have that the

entropy is entirely concentrated on the setΩ(g ).

We writeE
u for the unstable linear foliation ofT2 induced by the dynamics ofL A. Let

Ẽ
u denote the pulled-back foliation on the universal coverR2. Note that the quotient space

R2/Ẽ u may naturally be identified with the1-dimensional linear spaceR2/Ẽ u(0) ∼= R. We

have that the homeomorphismh ◦ g ◦h−1 preserves the foliationE u . Furthermore,

Claim 4.10. h ◦ g ◦h−1 acts as an affine map transverse toE
u: any lift of h ◦ g ◦h−1 to R2

induces an affine action on the quotientR2/Ẽ u ∼=R.

Proof. Let l̃ : R2 →R2 be a lift of h ◦ g ◦h−1. Choose anyx ∈R2 andy ∈R2 à Ẽ
u(x) and let

η =
ρ(l̃ (Ẽ u(x)), l̃ (Ẽ u(y)))

ρ(Ẽ u(x), Ẽ u(y))
whereρ denotes Euclidean distance. Since the leaves ofE

u are

linear and dense inT2 we deduce that

ρ(l̃(Ẽ u(x ′)), l̃ (Ẽ u(y ′)))

ρ(Ẽ u(x ′), Ẽ u(y ′))
= η (4.9)

for any x ′, y ′ ∈ R2 with ρ(Ẽ u(x), Ẽ u(y)) = ρ(Ẽ u(x ′), Ẽ u(y ′)). A standard argument shows

(4.9) holds for anyx ′, y ′ ∈R2 and the claim follows.

We now show Claim 4.9.2. Suppose there existx, y in Λ(g ) with λ0(x) < 0, λ1(y) > 0,

W̃ 0
g (x) 6⊂F

u(x) andW̃ 1
g (y) 6⊂F

u(y). Fix a lift l̃ : R2 →R2 of h◦g ◦h−1 and lifts x̃, ỹ of h(x)

andh(y), respectively. We may then find̃x ′ and ỹ ′ ∈R2 in lifts of h(W̃ 0
g (x)) andh(W̃ 1

g (y)),

respectively, withẼ u(x̃) 6= Ẽ
u(x̃ ′), Ẽ

u(ỹ) 6= Ẽ
u(ỹ ′),

ρ(l̃ n(Ẽ u(x̃)), l̃ n(Ẽ u(x̃ ′))) → 0 asn →∞,

and

ρ(l̃ n(Ẽ u(ỹ)), l̃ n(Ẽ u(ỹ ′))) → 0 asn →−∞.

However, this contradicts Claim 4.10.

Finally if Claim 4.9.3 failed, we could findx, y ∈Ω(g ) with

χg (x) > 0 > χg (y).

But thenW̃ 0
g (x) andW̃ 1

g (y) would be transverse toF u(x), contradicting the above.
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Step 4: Entropy calculations.Recall that in the proof of Claim 4.9 we saw that entropy was

concentrated on the setΩ(g ) in the sense that forν1 andν2 defined by

ν1(A) =
µ(A∩Ω(g ))

µ(Ω(g ))
ν2(A) =

µ(AàΩ(g ))

µ(T2 àΩ(g ))

we havehν2
(g ) = 0. In particular

hµ(g ) =µ(Ω(g ))hν1
(g )+µ(T2

àΩ(g ))hν2
(g ) =µ(Ω(g ))hν1

(g ).

From Claim 4.9 and (3.3) it follows that

hµ(g ) =

∣∣∣∣
∫

χg (x)δu dµ(x)

∣∣∣∣= |χ(g )|δu . (4.10)

Proposition 4.7 follows by showing thatχ is a homomorphism from(Diffr (T2;µ),◦) to

(R,+):

χ(g1 ◦ g2) = χ(g1)+χ(g2). (4.11)

Indeed, forµ-a.e.x we have

χg (x)= lim
n→∞

1

n

n−1∑

i=0

log(Jg (g i (x)))

and

χ(g ) :=

∫
χg =

∫
E(log(Jg ) |Ig )=

∫
log(Jg )

whence forg1, g2 ∈ Diffr (T2;µ)

χ(g1 ◦ g2) :=

∫
χg1◦g2

=

∫
lim

n→∞

1

n

n−1∑

i=0

log
(

Jg1◦g2

(
(g1 ◦ g2)i (x)

))

=

∫
lim

n→∞

1

n

n−1∑

i=0

(
log

(
Jg1

◦ g2

(
(g1 ◦ g2)i (x)

))
+ log

(
Jg2

(
(g1 ◦ g2)i (x)

)))

=

∫
E(log(Jg1

◦ g2) |Ig1◦g2
)+E(log(Jg2

) |Ig1◦g2
)

=

∫
log(Jg1

◦ g2)+

∫
log(Jg2

)

= χ(g1)+χ(g2).

Thus the proposition follows.

We note that Proposition 4.7 establishes the first assertionin Theorem 4.1. Furthermore,
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if Diffr (T2;µ) contains no positive entropy diffeomorphism, then Theorem4.1 follows. We

now prove the theorem under the assumption that there existsan elementg ∈ Diffr (T2;µ)

with hµ(g ) > 0.

Proof of Theorem 4.1.Note that for any two lifts ofh ◦ g ◦h−1 to R2 the induced affine

maps onR2/Ẽ u established in Claim 4.10 differ only by a translation. Forg ∈ Diffr (T2;µ)

we writeΨ(g ) for the linear component of the affine map onR2/Ẽ u induced by a lift of

h ◦ g ◦h−1.

Note that forg1, g2 ∈ Diffr (T2;µ), if the associated linear mapsΨ(g1) andΨ(g2) are

equal then the linear mapΨ(g2 ◦ g−1
1 ) associated to the compositiong2 ◦ g−1

1 is the identity.

Thus, all Lyapunov exponents for the compositiong2 ◦g−1
1 whose associated subspaces are

transverse toF u(x) are zero. In particularµ(Ω(g2 ◦ g−1
1 )) = 0 and hµ(g2 ◦ g−1

1 ) = 0. By

Proposition 4.7 we havehµ(g1) = hµ(g2). Thus Theorem 4.1 reduces to studying the linear

mapsΨ(g ) for g ∈ Diffr (T2;µ).

For g ∈ Diffr (T2;µ), fix a lift l̃ : R2 → R2 of the homeomorphismh ◦ g ◦h−1 : T2 →T2.

Let v = l̃ (0). Then the mapx 7→ l̃ (x)−v preserves the latticeZ2 and the linear foliatioñE u.

Furthermore the linear map induced byx 7→ l̃ (x)− v onR2/Ẽ u is equal toΨ(g ). Note that

the restriction ofx 7→ l̃ (x)− v to Z2 is a homomorphism. We letL : R2 → R2 be the unique

linear map whose restrictionL↾Z2 is equal to(x 7→ l̃ (x)−v)↾Z2 . By the density of leaves of

E
u onT2 the linear action induced byL onR2/Ẽ u is also equal toΨ(g ).

Recall the definition ofA in (4.6). We show thatL and A commute. Indeed,L and A

commute on the 1-dimensional linear spaceẼ (0). Furthermore, since the one-dimensional

subgroupE ([0]) is dense inT2, the actions induced byL and A onT2 commute. SinceL A

andAL lift the same map ofT2, and since they agree at0, we haveL A = AL.

It is well known8 that the centralizer ofA in GL(2,Z) is of the form

C (A) = {±M n
| n ∈Z}

for some hyperbolic matrixM . HenceL = ±M n for somen; in particular, for anyg ∈

Diffr (T2;µ) the linear mapΨ(g ) is equal to the map induced onR2/Ẽ by the matrix±M n

for somen ∈Z.

8See, for example, [BR97]).
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As a consequence, we obtain that there is a smallest positiveentropy for all diffeo-

morphism inDiffr (T2;µ). Indeed for anyg ∈ Diffr (T2;µ) with hµ(g ) > 0 we have thatΨ(g )

is equivalent to the map induced by±M n for somen, thus a (non-strict) lower bound on

the entropy of any positive entropy map inDiffr (T2;µ) is

1

|n|
hµ(g ).

We check the above lower bound is in fact independent of the choice of g . Let g ′ be such

thathµ(g ′) > 0 andΨ(g ′) is equivalent to the map induced by±M n′

for somen′. Then we

havehµ((g ′)2n) =hµ(g 2n′

) and hence

1

|n|
hµ(g ) =

1

|n′|
hµ(g ′).

It then follows that the set

{hµ(g ) | g ∈ Diffr (T2;µ)}

is discrete. Indeed if there were an accumulation point, Proposition 4.7 would provide

arbitrarily small positive entropies.

Let λ denote the smallest positive entropy attained by any map inDiffr (T2;µ) and let

g ∈ Diffr (T2;µ) be such thathµ(g ) = λ. To complete the proof we show that the image

of g generates the groupDiffr (T2;µ)/N . Indeed, suppose there is ag ′ ∈ Diffr (T2;µ) with

g ′ 6= g n◦l for anyn ∈Z andl ∈ N . By (4.7) we havehµ(g ′) 6= kλ for anyk ∈N. In particular,

there is ak ∈N such thathµ(g k ) < hµ(g ′)< hµ(g k+1) whence we obtain either

0 < hµ(g−k
◦ g ′) < hµ(g )

or

0 < hµ(g−k
◦ (g ′)−1) < hµ(g )

from (4.7). This contradiction establishes the second statement in Theorem 4.1.

4.4 PROOF OFTHEOREMS 4.2 AND 4.2’

We begin with a claim that reduces Theorems 4.2 and 4.2’ to thecase of affine transfor-

mations. Recall that we identify the torusTn with the quotient groupRn/Zn . We write[x]

for the equivalence class ofx in Tn. For B ∈ GL(n,Z) we writeLB for the induced map on
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Tn and forv ∈Rn we writeT (v) for the toral translation[x] 7→ [x +v ].

By ak-dimensional linear foliationE of the torus, we mean the partition ofTn by cosets

of H , whereH is a connectedk-dimensional subgroup ofTn. We say a linear foliation is

irrational if each leafE ([x]) is dense inTn and is the injective image ofRk .

Claim 4.11. LetE1 andE2 bek1- andk2-dimensional, irrational linear foliations ofTn with

1 ≤ ki , k1+k2 = n and such thatE1([0])∩E2([0]) contains no 1-dimensional subgroups. Let

g : Tn → Tn be a homeomorphism preserving the foliationsE j . Theng is affine; that is,

there areB ∈ GL(n,Z) andv ∈Rn such that

g = T (v)◦LB .

Proof. Let g̃ be any lift of g to Rn , let v = g̃ (0) and setḡ : x 7→ g̃ (x)− v . Then ḡ↾Zn is a

homomorphism. WriteẼ j for the lifts of the foliations toRn . We note thatẼ1(x)∩ Ẽ2(y)

contains exactly one point for eachx, y ∈Rn and the set

Ξ := {Ẽ1(n)∩ Ẽ2(m) ∈Rn
| n,m ∈Zn}

is dense inRn . We check the following:

1. Ξ is closed under addition inRn . Indeed if x = n + v1 = m + v2 and y = n′+ v ′
1 =

m′+v ′
2 for vi , v ′

i
∈ Ẽi then

x + y = (n +n′)+ (v1 +v ′
1) = (m +m′)+ (v2 +v ′

2) ∈ Ẽ1(n +n′)∩ Ẽ2(m +m′).

2. Ξ is ḡ -invariant. Indeed, note that̄g preserves leaves of the foliations̃E j thus with

the above notation

ḡ (x) ∈ Ẽ1(ḡ (n))∩ Ẽ2(ḡ (m)).

3. For x, y ∈Ξ we haveḡ (x + y) = ḡ (x)+ ḡ (y). Indeed

ḡ (x + y)∈Ẽ1(ḡ (n +n′))∩ Ẽ2(ḡ (m +m′))

= Ẽ1(ḡ (n)+ ḡ (n′))∩ Ẽ2(ḡ (m)+ ḡ (m′))

= Ẽ1(ḡ (n))∩ Ẽ2(ḡ (m))+ Ẽ1(ḡ (n′))∩ Ẽ2(ḡ (m′)).

By the continuity ofḡ and density ofΞ it follows that ḡ is linear and the claim holds.
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Proof of Theorems 4.2 and 4.2’.We prove both theorems simultaneously. By Proposition

4.4 and Proposition 4.3, respectively, for anyr ≥ 1, any g ∈ Diffr (T2;µ) satisfying the hy-

potheses of Theorem 4.2 and anyg ∈ Diffr (T2; {µ,ν}) satisfying the hypotheses of Theorem

4.2’ preserve both foliationsF s andF
u . Write

Γ=





Diffr (T2;µ) in Theorem 4.2,

Diffr (T2; {µ,ν}) in Theorem 4.2’.

Recall that we haveA ∈ GL(2,Z) andh : T2 →T2 such thatL A ◦h = h ◦ f . For anyg ∈Γ

we have thath ◦ g ◦h−1 preserves the linear stable and unstable foliations induced by the

dynamics ofL A. These foliations satisfy the hypothesis of Claim 4.11, whence we conclude

that h ◦ g ◦h−1 = T (v) ◦LB for someB ∈ GL(2,Z) and v ∈ R2. We note thatLB preserves

the unstable foliation ofT2 induced by the dynamics ofL A. Arguing as in the proof of

Theorem 4.1, the density of leaves of the (1-dimensional) unstable foliation forL A, implies

thatL A andLB , and henceA andB , commute.

Note that in the case of Theorem 4.2’, one ofµ or ν is not the measure of maximal

entropy; we assume thatµ is this measure. In the case of either theorem write

H := {[v ]∈T2
| T (v)∗(h∗(µ)) =h∗(µ)}.

Claim 4.12. H is finite.

Proof. Recall thatB ∈ GL(n,Z) is said to beirreducible if all LB -invariant, closed proper

subgroups ofTn are finite. We verify thatH ⊂T2 is a closedL A-invariant subgroup. That

H ⊂T2 is a subgroup follows by definition. We claim thatH is a closed. Indeed if[v j ] ∈ H

with v j → w , then for any continuousφ : T2 →R we have

∫
φ(x) d (T (v j )∗h∗(µ))(x) =

∫
φ(x +v j ) d (h∗(µ))(x)

j→∞
−−−−→

∫
φ(x +w ) d (h∗(µ))(x)

where the last equality follows from dominated convergenceand thatφ(x +v j ) →φ(x +w )

pointwise. Thus
∫
φ(x) d (T (w )∗h∗(µ))(x) =

∫
φ(x) d (h∗(µ))(x) for any continuousφ. This

showsh∗(µ) is T (w )-invariant. Finally, we note thatH is L A-invariant sinceT (Av) =

L A ◦T (v)◦L−1
A .

Since the matrixA is irreducible, ifH were infinite we would haveH =T2 which would
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imply h∗(µ) is the Haar measure onT2. However, it is well known that the onlyf -invariant

measureµ for which h∗(µ) is the Haar measure is the measure of maximal entropy. We

thus conclude thatH is finite.

Write C (A) for the centralizer ofA in GL(2,Z). Again we have thatC (A) is of the form

{±M n
| n ∈Z}

for some hyperbolic matrixM . ReplacingM with −M if needed we may find ak such that

h ◦ f ◦h−1
= L A = LMk .

Then for anyg ∈Γ we may findv ∈R2, l ∈Z, andσ ∈ {−1,1} such that

h ◦ g ◦h−1
=T (v)◦LB = T (v)◦LσM l . (4.12)

We calculate that forg as above

h ◦ g ◦ f ◦ g−1
◦ f −1

◦h−1([x]) =
[
σM l (M k (σM−l (M−k (x)−v)))+v

]
=

[
x −M k v +v

]

thus

g ◦ f ◦ g−1
◦ f −1

= h−1
◦T (v −M k v)◦h

andv ∈ (L I−Mk )−1H whereL I−Mk denotes the toral endomorphism induced byI−M k : R2 →

R2. In particular,v has rational coordinates.

Now, if for every g ∈ Γ, the correspondingl in (4.12) is zero, it follows that the group

Γ is finite and the conclusion of each theorem follows withm = 0. Indeed in this case we

have thath ◦ g ◦h−1 ∈ H for everyg ∈Γ.

We thus assume the existence of ag ∈ Γ with infinite order and derive the remainder of

the result. Fix an infinite orderg ∈ Γ and correspondingB , v,σ andl 6= 0 as in (4.12). We

claim that the orbit of[0] under the mapT (v)◦LB is finite. Indeed, letv = (v1, v2) ∈Q2 and

let D denote the least common denominator ofv1 andv2, when written in lowest terms. Let

Σ denote the set of rational points(p, q) ∈Q2 such that the least common denominator ofp

andq, when written in lowest terms, is at mostD. SinceB has integer entries, we have that

Σ⊂ Rn is invariant under the linear transformationB ; furthermoreΣ is invariant under the

the translationx 7→ x + v . Furthermore,Σ is Z2-periodic and discrete and thus descends to
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a finite setΣ̄⊂T2. Hence the map[x] 7→ [B x +v ] is a permutation of a finite setΣ̄.

Thus we may find aj such that(T (v)◦LB ) j ([0]) = [0]. We check from (4.12) that

h ◦ g m
◦h−1(x) = L(σB )m (x)+ (T (v)◦LσB )m([0])

for x ∈T2, whence

h ◦ g 2 j k
◦h−1(x) = LM2l j k (x)+ (T (v)◦LB )2 j k ([0]) =h ◦ f 2 j l

◦h−1(x).

In particular, settingm = 2 j l we havef m ∈ Γ. Note this follows even in the caser > θ.

Write

Γ
′ := {h ◦γ◦h−1

| γ ∈ Γ}

andΣ⊂T2 for the smallestLM invariant subgroup containing(L I−Mk )−1H . Note that since

det(I −M k ) 6= 0 andH is finite, we have that(L I−Mk )−1H is finite. We note that for a matrix

M with integer entries, the orbit underLM of a point with rational coordinates is finite; thus

Σ is finite.

Write

G =C (A)⋉Σ

with multiplication

(B , [v ]) · (B ′, [v ′])= (BB ′, [B v ′
+v ]).

We abuse notation and identifyT (v) ◦ LB ∈ Γ
′ with (B , [v ]) ∈ G whence we obtain a

natural inclusion of subgroups

〈M mk
〉 ⊂ Γ

′
⊂G .

SinceΣ is finite, G contains〈M mk〉 as a finite index subgroup. Consequently,Γ
′ contains

〈M mk〉 as a finite index subgroup and the conclusion follows.
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