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Kitcher & Kitcher see "high drama" in the tug of war 
between the realists and eliminativists trying to lure me 
into their camps, but a more important drama plays in the 
commentaries: the tug of war between cognitive science 
and, shall we say, "pure" philosophy. Here the clash of 
Two Cultures can indeed be seen, as Cussins suggests. 
Instead of joining either camp, I will try to play peace
maker, explaining, as I see it, the strengths and weak
nesses of each camp to the other, alternating back and 
forth between them. Along the way, this will permit me 
to respond to most of the questions and objections raised; 
I will try to respond to the balance in the last section. 

1. The siren song of science. The Intentional Stance 
(henceforth Stance) is, as Newell notes with mild regret, a 
book primarily for philosophers. It offers "increased con
ceptual clarity," he says, but virtually no "technical 
development." Sloman joins Newell in urging me to get 
with the program and stop frittering away my time on 
philosophers' puzzles. Van Kleeck observes, correctly, 
that intentional system theory, as I have drawn it, offers 
nothing to the cognitive psychologist beyond "a slightly 
streamlined version of folk psychology - more par
simonious than folk psychology, though no more predic-

IV;~~dorse Newell's aims, and hope to contribute to the 
project of constructing a more testable, empirical, scien
tific theory, but the purpose of this book is to establish the 
philosophical foundations for such a theory. I agree with 
just about everything Sloman says, and, as comments 
below will show, I have indeed aspired to a theory that 
makes the sorts of novel predictions that Van Kleeck calls 
for. Why then didn't I get on with it, and abandon 
philosophy for empirical theory construction? In part, 
because as a philosopher I felt obliged to respond to the 
prevailing perplexities of my discipline, but, more impor
tant, because I thought, and still think, that most cog
nitive scientists are underestimating the conceptual 
problems inherent in their projects. This is nothing to 
quarrel over; they run the risk of investing their careers in 
mainly hopeless research paradigms that get off slightly 
on the wrong foot (consider the debris of twentieth
century psychology and neuroscience for many exam-
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pIes), whereas I run the risk of wasting mine on quibbles 
that will turn out to be easily resolved in hindsight, once 
the millennial empirical theory is in place (and there are 
enough examples of that to give a philosopher pause). 

A point on which we should all agree, I think, is that 
"principled" isolation of disciplines is a recipe for fantasy. 
Kirsh provides a clear statement of this point in his 
valuable corrective of some overstatements in my posi
tion. Note that when Kirsh says we must solve the 
competence/architecture problem simultaneously (I 
agree entirely), he is making a major claim not only about 
why philosophers should do AI but also about why AI 
workers should take the brain seriously. And the best do. 
Newell's William James lectures (1987) are a case in 
point. I have argued for a similar thesis in Dennett 
(1984a), in which I accuse some investigators in AI of 
making what might be called the philosopher's mistake: 
trying to do a completely "pure" competence theory. 

It is instructive to compare Newell and Dummett, who 
offer similar criticisms, but with a big difference. Dum
mett thinks it is a mistake for me to search for the 
organismic contribution to the determination of belief - a 
task he characterizes as "armchair neurophysiology." 
This is a striking instance of a philosopher taking a very 
interesting conceptual problem - indeed, for me, the 
interesting conceptual problem - and kicking it down
stairs (to the neurophysiologists!), leaving philosophers 
with precious little to do. Dummett goes on to suggest 
that if my account is "meant as a piece of philosophy" (as 
opposed to an empirical proposal) it is not satisfying. 
Dummett wants something "classifiable as a theory" just 
the way Newell does, but he wants it to be responsive to 
nothing but the intuitions of philosophers and the de
mands of logic. It would be a formalization of "philoso
phy's very own phenomena" as Newell calls them: propo
sitional attitudes. 

Newell asks: "Will this central role of the propositional 
attitudes go on forever? Is it a good thing?" and these are 
the right questions to ask. My answer is that we can't yet 
see whether an empirical theory of belief (or whatever is 
closest to belief in a mature cognitive theory) will have 
any use for classical or close-to-classical propositional 
attitudes, but that Newell himself, in his description of 
the knowledge level, seems to me to presuppose that 
something very like propositions (and hence proposi
tional attitudes?) are the elements from which the knowl
edge level is composed: "Knowledge is the medium. 
Each primitive system consists of a body of knowledge, 
including knowledge of the system's goals. If knowledge 
is input at some time, then it becomes a permanent part of 
the body of knowledge of the system." In Newell 1981 he 
says: "There are no structural constraints to the knowl
edge in a body, either in capacity (i.e., the amount of 
knowledge) or in how the knowledge is held in the body. 
Indeed, there is no notion of how knowledge is held 
(encoding is a notion at the symbol level, not knowledge 
level)." What is the smallest unit of know ledge that can be 
"input at some time"? A proposition? When a "body" of 
knowledge includes knowledge "of' the system's goals, 
does this mean that the body consists of a collection of 
units (propositions) that are about (that compose knowl
edge of) those goals? Newell intends to keep this level as 
neutral as possible with regard to alternative schemes of 
implementation (the symbol level), while still constrain-
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ing it as tightly as possible by considerations of the sort 
Kirsh mentions. In the meantime, he models these units 
of knowledge in what is essentially the predicate calculus, 
and it is far from clear (to me) whether this partitioning of 
knowledge is innocent temporizing or a subliminal com
mitment to suspect sententialist mechanisms after all. 
One thing is clear: Only a careful examination of the 
actual technical proposals, their implications and their 
alternatives, will answer this question. 

For instance, Newell cites Levesque (1984) and Diet
terich (1986) as examples of the sort of technical develop
ment he hopes to see from me. Dietterich's work has not 
yet reached me, but Levesque's essay is a good example 
of what can happen when you turn your back on the 
philosophical complications and get on with your science. 
First, the good news: He proves a distinctly nontrivial 
Representation Theorem showing the correctness of a 
first-order symbolic realization of an interestingly power
ful knowledge base with knowledge about its own knowl
edge (so it can be queried about what it knows and doesn't 
know). He also offers a tempting formal model of knowing 
who or what something is, in terms of knowledge about 
equivalence classes of coreferring expressions (his treat
ment is consonant, I think, with Millikan's 1984 discus
sion of reference and "protoreference," ch. 12). But (the 
bad news) all this depends on several philosophically 
controversial choices of idealization or oversimplification. 
All increments to the knowledge base are modeled by a 
single operation, TELL, and all utilizations of that knowl
edge are funneled through a single operation, ASK. 
(Levesque is very clear about the difficulties of advancing 
anything "concrete" about the knowledge level without 
descending prematurely to the symbol level [po 157ff] , 
and explicitly draws attention to the oversimplifications 
he is adopting.) Thus the only way for perceptual experi
ence to augment knowledge is by its TELLing the knowl
edge base various things (couched in first-order ex
pressions) - what the frog's eye TELLs the frog's brain, 
with a vengeance. And ASKing the right questions at the 
right time - which some see as the very heart of the 
problem of intelligent use of knowledge - is left to the 
wisdom of external interlocutors and is not a part of the 
model. So, for various reasons given in Stance and my 
other writings, I think Levesque has (probably) made the 
wrong choices for oversimplifications, but I do not yet 
have any better ones to propose. Cognitive science is 
difficult. 

I must make a similar disclaimer about Smith's pro
posed recasting of my distinctions between styles of 
mental representation into standard distinctions in com
puter science. I endorse his translations, right down the 
line, but note that they involve a slight narrowing of 
focus. In a digital computer (running Prolog, say), my 
distinctions come to exactly what he says they do. In a 
brain, they come to something at least strongly analogous; 
but it is not possible to say just what they come to in 
advance of achieving the degree of comprehension of the 
levels with regard to the brain that we have with regard 
to the computer. Particularly important is the business 
about rules and representations. 

As Smith notes, rules are explicit from the program
mer's point of view (thank goodness, since otherwise 
programming would be well-nigh impossible), but since 
the rules are not in the database, the procedures they 
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represent are not explicitly, implicitly, or potentially 
explicitly known by the program. Moreover, to say that 
these rules are explicit from the programmer's persP:1I 
tive is to say that there is actually a syntax of rules . Wh 
computer can be programmed to do can be thought of a 
selecting a (typically branching and looping) path through 
an astronomically large space of possible computer pro
cedures. Getting the computer to do one's bidding is 
accomplished by putting together huge molecules of 
systematic, syntactic elements. It is not yet clear that 
there is any analogous system to the constraining of 
dispositional space in the brain. The brain is plastic, and it 
is clear that various conditions shape and constrain its 
"choice" of procedures; it is no clearer that there is a 
systematic, additive, or "molecular" way these conditions 
accumulate than there is in the case of selection pressures 
in species evolution. That is, if the shaping is done by the 
simultaneous and partly chaotic imposition of a multitude 
of selection pressures (instead of the piecemeal, serial, 
and strictly systematic contribution oflines of code), then 
there will be no procedural language expressing the 
procedures (except, uninformatively, at something like 
the microcode level). If, on the other hand, there is a 
"programmer's perspective" on the brain, then the 
brain's merely tacit knowhow can be articulated, but that 
is scarcely more than a fond hope at this point. "High 
Church Computationalism" (Dennett 1986) then can be 
seen as the "bean-bag genetics" of AI - a nice com
parison, since one can be a card-carrying neo-Darwinian 
without being "guilty" of bean-bag genetics, and a card
carrying believer in strong AI without being "guilty" of 
High Church computationalism - witness the 
tionists. 

2. Realism, instrumentalism, eliminativism: The joy of 
sects?An onslaught of "impassioned (and to the non
philosopher arcane) commentary" is correctly anticipated 
by Cheney & Seyfarth, who ask what joy there is, after 
all, in philosophical sects. What joy indeed? Whose colors 
shall I wear, which oath of allegiance shall I swear? 
Eliminative materialism (Churchland, Stich), instrumen
talism or analytical behaviorism or verificationism or 
logical positivism (Lycan), or upper- or lower-case real
ism (Dretske)? Does it matter? 

Yes, but not in the way it seems to matter to some 
philosophers. (I intend the ambiguity - it seems to some 
philosophers to matter in ways it really doesn't, and it 
seems to some observers to matter to some philosophers 
in ways that it really doesn't matter to them.) What 
matters is that everyone who thinks about the mind, in 
whatever discipline, is guided in thought by rather sub
liminal families of images, hunches, and analogies, and 
these can be as blinding as any prejudice, or as illuminat
ing as hints from God. In short, they are powerful and 
they are typically unexamined - except by philosophers. 
We philosophers are the ones who are not embarrassed to 
expose these subliminal contents to explicit scrutiny, to 
see what powers they have, thanks to logical implication, 
to (mis-)lead the un-self-conscious thinker. When we call 
what-is-implied-by-a-family-of-ideas a theory, we cou. 
ridicule from empirical scientists, since our theories, ou" 
variously named isms arrayed genealogically in logical 
space, do not do the work of empirical theories. They are 
meant merely to be globally and locally coherent ways of 



understanding all the relevant terms at once, before 
setting out to make substantive discoveries, predictions, 
Ifplanations. Thus they might better be called theory
.,hemata, or theory-frameworks, or something like that. 

The labels are useful, since once a body of more or less 
received analyses, extrapolations, objections, and rebut
tals to a particular family of ideas has been developed, this 
body of work constitutes a genuine product of philosoph
ical research that should be readily retrievable. The 
trouble is that no sooner does a "position" get definitively 
branded than someone thinks up a new variation on it that 
preserves what was right about it while obviating the 
standard objections. Thus refutation by labeling is usu
ally an anachronistic and fruitless enterprise. To see this, 
just note the difficulties I have gotten myself into by 
letting my view be called instrumentalism, in spite of its 
differences from "classical" - that is to say, refuted -
instrumentalism. 

The debate over "choosing sides" that seems at first to 
drive some of the philosophers' commentaries is better 
seen, I think, as the exploration of analogies. I say that 
attributing belief is like attributing a center of gravity, and 
like interpreting an artifact as a realization of a particular 
Turing machine, but several philosophers have doubts 
about these analogies. What one always wants to know 
about an analogy is where the points of similarity and 
difference lie . 

Dretske says he is a realist about centers of gravity, and 
here the labels are really getting in the way, for he nicely 
spells out the standard wisdom about centers of gravity, 
and I agree. That is, we agree about centers of gravity; I 

k hink beliefs are like that. Does he? If he does, then 
~hatever he wants to call us, we should be called the 
same thing, but I think we still disagree. The key is what 
he calls stance-independent properties. (See also New
ell's first question, about stances versus systems.) There 
is always more to learn about things we are realists about: 
electricity or electrons, DNA molecules or chromosomes; 
but there really isn't anything more to learn about centers 
of gravity or Mendelian genes. It doesn't make sense to 
wonder if they will turn out to be composed of microparti
cles, for instance. They are abstracta, and what we can 
learn about them is just whatever follows from their 
combinatorial roles in our theories . That is not nothing, 
but it is only stance-dependent facts . 

Compare facts of chess. One can wonder whether or 
not a particular board position is possible (= can be 
arrived at by a legal series of moves) in chess, but not 
(sanely) about whether rooks might be, as yet unbe
knownst to us, chess-molecules made of bishops and 
pawns. Facts of chess are not about little pieces of wood or 
ivory. Facts about beliefs are not about transient states of 
various nervous systems. Of course any particular ac
count of a particular chess game has implications about 
the spatiotemporal trajectory of various hunks of ivory (or 
for that matter, transient states of some nervous systems, 
if the game in question is being played by two experts 
without a board, just telling each other their moves). And 
any particular account of someone' s beliefs will have some 

. rather indirect implications about the physical changes r occurring in various parts of their nervous systems, but 
the two are best kept distinct. 

Dretske says, "It is true, of course, that descriptions of 
what a person believes and wants are not fully deter-
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mined by . .. the observable data on which we base our 
intentional attributions." Does his use of "observable" 
here mean that he nevertheless thinks that these facts are 
fully determined by internal, (relatively) unobservable 
data? As I say in the final chapter, contrasting my views 
with Fodor's (1975; 1987), it first appeared as if Fodor was 
challenging Quine's (1960) indeterminacy thesis by 
claiming that what is inside the skull settled the questions 
(peripheral) behaviorism left unsettled. I have always 
claimed that going inside leaves things only marginally 
better: enough better to quell the intuitions of outrage 
that rise up when faced with Quine's claim, but not all the 
way better. Quine's fundamental point about indeter
minacy survives. I can't tell from Dretske's commentary 
whether he would agree. 

Dretske says that beliefs "are in the head (like a virus is 
in the body), but what makes them beliefs, what gives 
them the content they have, is (partly) outside the head
in those 'perfectly objective patterns' on which we all rely 
to figure out what someone wants and believes." Change 
"beliefs" to "rooks" and "in the head" to "on the board." 
Rooks are on the board (like a cup of coffee on the table) 
but what makes them rooks, what gives them their 
identity, is (partly) outside the board. 

I think it is best to consider beliefs, like chess pieces, to 
be abstract objects, but this analogy escapes Churchland. 
He wonders in what respects beliefs are abstracta . Here 
are a few: There can be an infinity of beliefs in a finite 
brain; between any two beliefs there can be another; the 
question of exactly when one has acquired a particular 
belief can have no objective, determinate (interpretation
independent) answer (you weren't born believing that 
lawyers typically wear shoes, and you have believed it for 
some time - just when, exactly, did this belief get added 
to your belief store?); the list of beliefs required to "get" 
the Newfie-joke (Stance, p. 76) is not a list of salient, 
individualizable states or objects in the brain. 

Another reason for considering beliefs as abstracta 
emerges in response to Lycan's fifth objection (I will deal 
with the others later), which concerns the relation be
tween beliefs "as conceived by folk psychology" and the 
"content-bearing states" I claim as the province of cog
nitive psychology. Why, he asks , would the two only 
polysemously intentional phenomena (he means : phe
nomena that are intentional in different senses) have 
anything to do with each other? Answer: because we use 
the folk notion, the normative notion, to label the dis
covered states. This is an old point. Recall McDermott's 
(1976) castigation of "wishful mnemonics" - overfacile 
labeling by AI practitioners. He was just right: Calling 
something in your model the belief that puts a very high 
standard on its behavior - the standard drawn, with some 
poetic license, from the folk notion in all its idealization, 
which is not just the sort of idealization one finds in the 
Ideal Gas Laws. (This is also my response to Newell's first 
question about "stance vs. system" and to Rosenberg's 
claim that while the center of gravity has a definition that 
assures it of an unmysterious ontological status and a 
precise calculational value hinging on the mechanical 
values that define it, the relation of beliefs, as abstracta, 
to their mechanical underpinnings "remains a mystery." 
I think we do know in principle how such abstracta are 
related to the appropriate illata. It is the relation of the 
knowledge level to what Newell would call the symbol 
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level(s), but this is a relation with many possible variant 
accounts. I don't endorse any particular account yet, as 
Newell correctly laments, but I have a program.) 

Churchland thinks beliefs as abstracta will eventually 
be swept away (like the crystal spheres of Ptolemaic 
astronomy - another analogy) once the exciting demon
strations of connectionism yield a full-fledged alternative 
to folk psychology. I think this is vastly premature, 
however, in spite of my longtime connectionist leanings 
(see ch. 3 of Dennett 1969). 

Stich agrees with me on this point: The import of 
connectionism in this argument is simply that it shows, as 
he says, that there are lots of straws afloat. As for his 
second point, he is right that I favor the third of his 
proffered alternatives: "the best theories will be connec
tionist [in some sense - at any rate, not sententialist], and 
that no plausible way can be found to reduce folk theories 
to connectionist theories." Stich finds my grounds for 
"small r" realism in the face of this prospect unappealing, 
but I am unmoved by his call to Eliminativism. The 
standard example of vestigial folk theory not taken se
riously in everyday talk is "the sun rises" - which we all 
say and no one believes, taken literally. But I for one will 
go on not just talking of, but believing in, sunrises and 
sunsets, properly understood. My ontological stomach is 
that strong. I will unblushingly acknowledge that my 
ontology also includes such items as voices (Dennett 
1969), haircuts, opportunities, home runs, and "Old 
McDonald Had a Farm," in spite of the fact that no known 
or anticipated scientific theory has a smooth reduction of 
any of these. Eliminativists may try to tell us about the 
brave new world to come in which all these outmoded 
posits will be forgotten, but to me, this is just a tactical 
decision about how to talk, and an undermotivated one. 
There are still mountains of valuable things to discover 
about the denizens of these "discredited ontologies." 
(These Californians do expose my Rylean roots, don't 
they?) 

Are beliefs more like atoms (Taylor) than like Men
delian genes or centers of gravity? Are they more like 
viruses than songs or chess pieces? More like alchemical 
essences than logical states of Turing machines? The 
analogies do help; they alert us to oversimplifications and 
overlooked avenues in our thought, but after a while, 
diminishing returns set in. I recommend that all the 
analogies be duly noted and mulled over, and then I 
recommend that we move on to other topics. That means 
leaving uncompleted a traditional philosophical task: 
composing a counterexample-proof, deny-this-on-pain
of-death "theory" ofbelief(in 25,000 words or less). Until 
I learn of a large cash prize for such a production, I will 
leave it to others. 

Before leaving the issue of what, "strictly speaking," 
we should say, let me point out that although I am in 
general agreement with Cussins's analysis of the issues 
that divide Fodor and me, I wonder about the last step of 
it, which strikes me as needlessly provocative. "Strictly 
speaking, then, there is, for Dennett, no such thing as the 
science of psychology, as there is a unique science of 
physics." This is a possible, but remarkably strict, reading 
of what a science is. It would raise an interesting question 
about biology as a science, for instance. To ride a well
worn science-fiction hobbyhorse: Suppose we find life on 
another planet that is not carbon-based. When we do the 
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science of that life, will it be biology? Or is biology just the 
so-called science of one (local) subset of realizations of the 
type living thing? Maybe there cannot be any such 
alternative realizations of living things, but I doubt . 
biology should be seen as "committed" to that hypotftllll 
esis. Note, by the way, that some highly abstract parts of 
biology might go over into the new science just about 
intact: population genetics, for instance, or even some 
relatively abstract "neural" net theory (but not neu
rophysiology!) . I would say that neurophysiology is just as 
much a science as population genetics, even if the former 
turns out to have "only" a local application on our planet. 
I would similarly speak of various levels of psychology as 
sciences - without worrying about whether they apply to 
all intentional systems or only to the (organic, Earthly) 
varieties. 

3. Animals, anecdotes, and experiments. Back to Earthly 
science. Stance claims to have something to offer to 
researchers in various aspects of animal intelligence, and 
three commentaries focus on this. 

Cheney & Seyfarth suggest that my contribution is 
"methodological." I do not take umbrage at all; that is 
what I thought my contribution might be. I am happy to 
get the evidence of Kitui's deflating performance, since it 
offers a clear instance of using the leverage of the inten
tional stance to interpret the data: What Kitui would have 
to believe and do (if he were rational and if he truly did 
have the higher-order intention to deceive) is not what 
Kitui in fact does; so much the worse for the higher-order 
attribution. • 

Cheney & Seyfarth correctly point out that my hypoth1l 
esis about the role of periods of privacy as a precondition 
for full-fledged language needs testing. I did not mean to 
suggest that I thought it was proven by my initial, 
informal observations. But I find their politicians' exam
ple unconvincing as grounds for doubt. It may be true 
that "the lack of privacy seldom prevents self-justifYing 
explanations of one's own behavior from reaching Byzan
tine levels of intentionality, even if they are transparently 
incredible," but this is probably true only of a species that 
already has a highly developed language system. Once 
language gets established, then of course all sorts of 
intricate possibilities become opportunities, but the evo
lutionary demands are more exiguous at the outset. I 
agree that it would be premature to elevate the correla
tion oflack of privacy into a cause, and it is hard for me to 
imagine what experiments could shed even indirect light 
on this, but let's try to think of some. 

The issue between Griffin and me continues to be just 
this: when to speak of consciousness. We agree on the 
value of studies of animal communication (see my contri
bution to Whiten and Byrne 1988, and my commentary 
on their BBS article [Whiten & Byrne: "Tactical Decep
tion in Primates" BBS 11(2) 1988], for instance), but 
Griffin wants to elevate as the "best criterion of intention 
(despite the difficulties of applying it), whether the orga
nism thinks consciously about what it is doing and about 
the choices it makes among the alternative actions avail-4 
able to it." The problem with this is perhaps best illus
trated not in this BBS treatment, but in the BBS treat
ment of Ewert ["Neuroethology of Releasing Mecha
nisms" 10(3) 1987]. Griffin notes that "frogs do much 



more than catch bugs," but what does he make of Ewert's 
analysis of prey-catching in toads? Does it show that toads 

conscious or that they are more like thermostats after 
The virtue of my position on this is that one isn't 

compelled to abandon one's intentional stance just be
cause one has found a way of treating the whole toad as a 
mechanism that does not in any compelling sense "think 
consciously about what it is doing and about the choices it 
makes among the available alternatives" (see Dennett 
1987b, commentary on Ewert 1987). 

Toad romantics (I do not mean to suggest that Griffin is 
one of these), may be dismayed by Ewert's (1987) suc
cesses, for they can be read as disproving (or at least 
strongly undercutting) the hypothesis that a toad is con
scious, and thus, on Griffin's proposal, that it has "real" 
intentions. This is one way of parsing the phenomena, but 
then real intentions are going to prove much rarer than 
one might have thought, even in the explanation of quite 
devious and intelligent mammalian - and even human -
behavior. I want to continue to consider toads real inten
tional systems - just like monkeys, robots, and people -
because what they have in common is theoretically 
important, despite the huge differences (see Dummett's 
discussion of human thinking, for instance). By my lights, 
the misguided anthropomorphism comes from imposing 
our intuitions about (our kind of) consciousness on other 
intentional systems. 

Premack, similarly, claims it is "an instructive matter, 
and a reasonably straightforward one, to distinguish real 
intentional systems from not so real ones," and offers 
~ree criteria. His first is what I call second-order inten
" onality: A "real" intentional system is one that attributes 
states of mind to others (has beliefs about their beliefs, for 
instance). I have trouble interpreting his second criteri
on, which seems at first to be circular, but I think what he 
means is that it is a mistake to attribute beliefs and desires 
to beings that do not themselves attribute beliefs and 
desires: Hence there are no mere first-order intentional 
systems. If you can't have a belief about a belief, you can't 
have a belief at all. His third criterion expands on this: 
Crocodiles and their ilk have "informational states" and 
can benefit from some sorts of "learning" (and people 
have similar states), but people - and some primates -
have in addition some other sorts of informational states 
(beliefs, in his sense, for instance). Later in his commen
tary, he points out the particular powers of these second
order states in their self-attributive uses: having beliefs 
about the reliability of one's own perceptual states, for 
instance, and withholding action on the basis of doubts 
(which are essentially second-order). So, if I have in
terpreted Premack correctly, his disagreement with me 
comes down to this: There is a theoretically important 
subset of informational states, the real intentional states, 
that are enjoyed only by those creatures that attribute 
such states to others. These intentional states are differ
ent enough from the other informational states that it is a 
mistake to lump them together (as one does when one 
adopts the intentional stance toward a crocodile or frog). 

My reply is that the informational states of frog and 
rocodile still are intentional in the "classic" sense (they 

exhibit "aboutness"), and are robustly amenable to invo
cation in intentional-stance prediction and explanation, 
so I am not convinced that this is a mistake at all. I agree 
completely that there are important theoretical reasons 
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for distinguishing the higher-order intentional systems, 
and within them, their higher-order intentional states, 
and more particularly still, their reflexive higher-order 
states (their attitudes toward their own mental states), 
and that the presence of such states is a central mark of 
higher intelligence. I have myself made these points, not 
only in Dennett 1976 and in chapter seven of Stance, but 
also in my discussions of the importance of self-monitor
ing (Dennett 1984b; 1986b; forthcoming a, b). But there 
are also other theoretically important distinctions - such 
as the distinction I mark between beliefs (of any order) 
and opinions (language-infected "thinkings"). If the issue 
is just which distinct class deserves the everyday label of 
"belief' ("on any proper analysis" as he puts it), we have a 
terminological difference only, which would be nice to 
believe, since I have no quarrel with Premack's catego
ries as theoretically important ones. As for his discussion 
of "subintentional systems," I think we also agree about 
everything but terminology; I don't see that his demon
strations of" subintentionality" are any different from my 
demonstrations of "zero order intentionality" (p. 246); in 
both cases, what had seemed at first to be explicable in 
terms of belief and desire turns out to have a deflated 
interpretation. 

Premack claims that my version of things obscures the 
possibility of multiple levels of control. This would be 
most unfortunate, for Premack's example of the pointing 
behavior in chimps, and his hunch about what would be 
found in the analogous human case, are suggestive of 
fruitful lines of further research. I think the experiment 
with humans should be conducted to see whether any 
action potential in the arm or characteristic "pointing" 
motor strip activity occurs, as he predicts. [See also Libet: 
"Unconscious Cerebral Initiative and the Role of Con
scious Will in Voluntary Action" BBS 8(4) 1986.] I would 
predict the same, but I would go further than Premack; I 
don't think "conditioned response" is the only mecha
nism that could produce such an inhibited near-act. I 
think that other mechanisms of subpersonal cognitive 
psychology (not beliefs in his reserved sense, but still 
intentionally characterizable processes) could be invok
ed. I view the intentional stance as an avenue for suggest
ing such hypotheses for testing, not obscuring them, so I 
hope Premack is in the minority in being misdirected on 
this score. 

Finally, Pre mack complains about my interpretation of 
Premack and Woodruff (1978). I wish I hadn't used the 
word "force," which understandably bothers Premack. I 
wish I had written of their "scrupulous efforts to ensure 
that their chimps engaged in nonanecdotal, repeatable 
behavior." Then at least it would have been clear that I 
was not objecting to anything like coercion in the experi
mental design, but just to the repetition involved in the 
training, which invariably provides a behavioristic alter
native hypothesis - though not always a very plausible 
one. The problem as it arises in Woodruff and Premack 
(1979) is described in Stance, pp. 253-54, and apparently 
Premack has no quarrel with my account of the shortcom
ings of that experiment (Sadie, the deceiver). But he is 
right that the videotape experiment with Sarah is differ
ent. It has, in fact, just the right features, as he says: "For 
an individual to consistently choose 'solutions' it must, 
given certain controls, first detect 'problems,' and a 
creditable interpretation of 'problem' lies exactly in the 
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states of mind that the individual attributes to the actor." 
With ingenuity and persistence Premack and Woodruff 
compiled a series of experiments that virtually ruled out 
the boring behavioristic explanations of Sarah's choices -
but not quite. 

As Premack says, Sarah had an enormous amount of 
training in match-to-sample tasks, and can be presumed 
to have become something of a virtuoso in finding the 
"correct" (rewarded) answer to such problems. When 
given a range of photographic alternatives as continua
tions to the videotape sequences, she almost invariably 
chose the right one first , but after the early round of 
experiments, a case could be made that the right choices 
were guided by mere association, not an appreciation of 
the actor's "problem." A subsequent round quite prop
erly sought to disconfirm this by presenting her with 
alternatives that were all about equally associated with 
the prelude material, so that she was apparently faced 
with a much more exacting task of discrimination. For 
instance, in the problem of the shivering actor and the 
unplugged heater, the solution (a photo of the plugged-in 
plug) had to be discriminated from a set of other photos of 
the heater plug - not plugged in, or with the wire cut. 
Still she chose the correct continuation, but since the 
right answer in the more demanding test was the very 
same photo that she had already been rewarded for 
choosing in the earlier, less demanding test, there is a 
good chance she simply remembered what the right, 
rewarded, choice was. 

The experiment would have been better had the more 
demanding tests been performed with entirely novel 
materials, and a further round of experiments more or 
less met this requirement. It would have been better still 
if the dependent behavior had been something of un
forced environmental significance to Sarah, not perfor
mance on a heavily trained type of task. Nevertheless, 
Woodruff and Pre mack conducted just the sort of experi
ment I applaud, and I was wrong to lump it with other, 
less telling experiments. (Given my error, I suppose it is 
understandable how Premack could have been mistaken 
in thinking I recommend "field observations over experi
ments" - the whole point of chapter seven, and its sequel , 
is to recommend experiments that will tease out the 
equivocations of field observations. ) 

4. Evolution, function, content. Does evolutionary theory 
show that function is determinate? Can it show that 
content is determinate? I say no, provoking rebuttals 
from Amundson, Goldman, Kitcher & Kitcher, MacLen
nan, Roitblat, and Rosenberg, who among themselves 
reveal some telling disagreements, which I will attempt 
to sort out. 

MacLennan claims that the "central" problem of inten
tionality is consciousness. He may be right, but for years I 
have been proceeding on the plan that the best way to 
make progress is to divide and conquer thus: first a theory 
of content (intentionality) and then (on its shoulders) a 
theory of consciousness . Having fashioned a new set of 
shoulders, I am now hard at work on the head again. Time 
will tell if this is the right order of business. 

He also thinks a "causal theory of intentionality" will 
permit one to be objective about "natural functional 
meaning" after all, and I am ready to rebut this idea right 
now. He is right that an intentional system is a none-
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quilibrium thermodynamic system (see Dennett 1984, 
ch. 2). But he is wrong that this observation can settle the 
problems of interpretation. To see why, just 
setting a contest among engineers to build artificial 
quilibrium systems . Each such product will resist en
tropy increases more or less well, under various condi
tions. Which of its moves are mistakes, which are good 
bets that happen not to payoff, which are short-term 
winners that are long-term losers? Knowing that these 
things are (whether or not they are supposed to be) 
nonequilibrium systems, with a causally explicable "ten
dency to avoid equilibrium," leaves all these questions of 
their design (their design rationales) unanswered, and 
without answers to these questions, the promised "func
tional meaning" will still elude the observer. The situa
tion is no different with "natural" nonequilibrium 
systems. 

Kitcher & Kitcher demonstrate this with their gup
pies, in spite of their intentions. The guppy example is 
supposed to exhibit a case in which careful biological 
research yields determinate (but complex) attributions of 
function. Why then do they refrain from concluding their 
tale by telling us exactly what the function (or functions) of 
those guppy spots is and is not? I do not doubt a word of 
what they say, but find it does not disagree with anything 
I hold dear. Let us look, as they recommend, at the 
details: Suppose that Endler (1983) has shown that the 
guppy spots' function is not simply to attract females ; it is 
tempered by the simultaneous constraint that the spots 
not be too large, thereby attracting predators. Fine so far. 
And presumably even more patient exploration coul 
reveal still further benefits (and costs) derivable by th 
guppies from their spots. In particular, what of the 
selective benefits derived by some guppies of attracting 
Endler's attention sufficiently to come under his protec
tion as worthy experimental subjects? At what point 
would it become part of the function (presumably an 
entirely objective, determinate function) of guppy spots 
to appeal to Endler? I suspect that Endler would take 
steps to prevent any looming environmental innovation 
that would threaten the populations he studies; so, thanks 
to their spots, some subpopulations of guppies have 
already won a tremendous - if perhaps not yet manifest -
advantage over their less interesting or less accessible 
cousins. The Kitchers will agree then, I gather, that in 
virtue of this detail, it is beyond interpretation that 
among the functions of some guppy spots is Endler
attraction? 

More generally, I fail to see that I have been unap
preciative of the power of evolutionary analysis when it is 
done well (as Kitcher & Kitcher charge), any more than I 
am unappreciative of literary analyses when they are 
done well. Ijust don't think that either sort, however well 
done, discovers some fully determinate truth about what 
things mean, or what their functions really, truly are. It is 
no argument against Quine's (1960) indeterminacy thesis 
that some translations are obviously wrong, and it is no 
argument in favor of functional determinacy that some 
functional attributions are obviously right (the eagle' s~ 
wing is obviously for flying, and the eye for seeing). • 

Similarly, in response to Kitcher & Kitcher's proposed 
fixing of rationality, I agree that under many (local) 
circumstances we can agree on what patterns of thought 
"will tend to produce true beliefs," but this leaves ra-



tionality quite unfixed. While we're on details, what do 
the Kitchers make of the Kahnemann and Tversky (1983) 

I used as my parallel with the biologist? They 
that in their view "we will still be able to charge 

with irrationality when their behavior fails to 
exemplifY particular principles that are normal for them, 
their species, or their subgroup." But what Kahnemann 
and Tversky show, presumably, is that it is normal for 
people to make these irrational moves. So it is rational, 
because it is normal? I doubt that this is what the Kitchers 
mean. 

The point of Kitcher & Kitcher's defense of determin
acy of function is presumably to help support their real
ism about beliefs: Is belief without determinate content 
"belief manque"? I don't think so. And I don't think 
Quine's goal was the general "condemnation" of belief, 
but rather, as I say in the last chapter of "Stance," the 
characterization of it as an indispensable dramatic idiom. 

Goldman is another, though, who resists this slide from 
objectivity, and who thinks that a proper understanding 
of biology and evolution will restore determinacy of both 
function and content. He focuses on my argument in 
chapter 8, which he rightly sees as the heart of my case, 
but he fails to see how the parts of my case fit together. 
First he offers two "scenarios" that purport to argue 
against me, but in fact argue against the view I reject (p. 
319) as an analogue of the Intentional Fallacy. Then he 
notices this, and in "fairness" notes that I claim that 
content in artifacts depends on the artifact's users (which 
is close enough for our purposes here). He then claims 
that in his scenarios, "there are no users at all." But this 

Itgs the question against my position, for I claim that 
ere are users: the genes themselves are the benefici

aries relative to which, in the end, all functional questions 
must be adjudicated, and there are genes (one gathers) in 
each of his scenarios. These genes, inhabiting their sur
vival machines, rely on these artifacts to preserve them 
even into the next second. By the time such a "cosmic 
accident" has lived a second, it has had all the users it 
needs. 

I do wish, by the way, that philosophers would stop 
conjuring up intuition pumps based on cosmic accidents. 
They don't show anything reliable, so far as I can see. 
Suppose, by cosmic accident, the words "Drink Pepsi" 
were to emerge from the alignment of a trillion comets in 
the sky (I'm trying to keep a straight face as I write this). 
Would it be an advertisement for Pepsi? The Pepsi 
people would be delighted, and no doubt would put the 
Coca Cola people out of business. So what? There is no 
tooth fairy. In the real world, complicated structures 
don't just happen by cosmic accident, and so, when one 
wonders about their function (or meaning) their geneal
ogy is obviously highly relevant - but it settles nothing (to 
suppose otherwise is to commit the Iqtentional Fallacy). 

Amundson misunderstands me on this point. He is 
most puzzled by my "deemphasis of the causal mecha
nism of natural selection." But, as just noted, I don't 
"deny the relevance" of causal theories; I just deny their 
sufficiency. Some antiadaptationists think they can get by 

L th just the causal facts ("Instead of asking 'What is 
~~od?' we ask, 'What has happened?' The new question 

does everything we could expect the old question to do, 
and a lot more besides." Ghiselin (1983), quoted in 
"Stance" p. 278). This, I hold, is a big mistake. The facts 
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about causal mechanisms permit one neither to do with
out functional interpretation (the behaviorists' and 
Ghiselin's mistake) nor to make determinate functional 
interpretations (the mistake made by MacLennan, Kitch
er & Kitcher, and Goldman). Of course adaptationists are 
committed to there being actual, specific causal histories 
that support their interpretations of characters as adapta
tions, but their commitment is only to there being the 
"right sort" of selective history, and they don't have to 
cash that out nonteleologically (fortunately, since it is 
impossible). 

Like Kitcher & Kitcher, Amundson attempts to say 
how the details of scientific practice in evolutionary 
biology refute my analysis, but I think he underestimates 
my position. I am quite willing to grant the biologists 
their capacity to identifY and reidentifY homologies. I am 
also willing to grant the psychologists the capacity to 
identifY and reidentifY tracts of nervous system, eyes, 
lips, phones (in the linguists' sense), stimuli (subject to 
the usual problems of stimulus definition and generaliza
tion that bedevil behaviorists) and behaviors (subject to 
the same problems). But what one behavior means from 
one occasion to the next is a problem, and so is what one 
homologous trait's function is - as my discussion above of 
Endler's guppies shows. 

There is causation to be taken into account at all times 
by the psychologist, and by the biologist. Neither, how
ever, has succeeded in telling a watertight causal story 
that licenses functional, or referential, interpretations. 
The "right sort" of causal relations sought in the various 
causal theories of reference is now beginning to reveal 
itself as transparently teleological - and none the worse 
for that. (Witness Fodor's 1987 Laocoon-like toilings to 
avoid this conclusion.) And the "right sort" of causal 
history to settle a functional attribution in evolutionary 
theory is equally elusive to evolutionary theorists. (Wit
ness Gould and Vrba's 1982 toilings to say when adapta
tion differs from "exaptation. ") 

So I think Amundson is mistaken when he concludes 
that there is no mentalistic analog for the causal principle 
of natural selection. There are causal principles on all 
sides: "choices" and "decisions" and other little triggers 
and transductions and the like. Causation is everywhere 
to be seen in cognitive psychology, and it is generally 
"relevant" - but just what does it show? Does it give a 
"historical, causal explanation in support of the semantic 
ascent from physical to teleological ascriptions"? Cer
tainly, but such ascent stops short of determinacy. 

This was the point I argued for in the passage in 
Dennett (1969) that Rosenberg discusses, where the 
issue is the interpretation of Fido' s internal states vis a vis 
a certain steak thrown out onto thin ice. I supposed the 
scientist examining Fido to have historical, causal knowl
edge of the sources of the events he wished to endow with 
content. "He has the following information: an afferent 
event of type A, previously associated with visual presen
tations of steaks, has continuations which trigger sali
vation and also activate a control system normally operat
ing when Fido is about to approach or attack something," 
Rosenberg gets the gloss on my early account slightly 
askew. I don't say that we don't need to identifY the 
description under which Fido views the steak. I say that 
there is no fact of the matter as to exactly which descrip
tion Fido is laboring under, but we do in fact need to 
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settle on some such description in order to make sense of 
the behavior. It provides the rationale to give one rather 
than another reading - in an entirely familiar way. It is 
analogous to our use of raised-eyebrow quotes in explain
ing each other's activities: "The Senator dismissed the 
allegations of the 'Communist dupe' without further 
investigation." Perhaps the Senator never used those 
words, to himself or others, but we have categorized the 
sort of attitude he had, an attitude that explains his 
dismissal- or rather alludes to an explanation that we can 
all readily conjure up. This is a particularly efficient way 
of drawing attention (rightly or wrongly, of course) to a 
large family of attitudes, expectations, beliefs, discrimi
native abilities and inabilities, foibles, obsessions, and 
fears that can be seen to color the Senator's actions. The 
extensional characterization will "suffice" in one sense: It 
identifies the victim of the Senator's action, but it does 
,not in itself "guide" the psychology in the way Rosenberg 
suggests. Or at least not sufficiently. . 

I agree that in principle one can go lightly on in
terpretation and speak rather abstemiously just of regis
trations, where substitution ad lib is the rule. But one 
pays a heavier price for this than Rosenberg acknowl
edges. What the tendentious labels do for you is just to 
allude (without specifying) to the sorts of contexts in 
which results can be expected. This comes out particu
larly clearly in the sort of weird puzzle case I discuss in 
Chapter 5, "Beyond Belief': Suppose Tom registers a 
heavily armed fugitive mass murderer shaking hands with 
him (p. 199). Whether anything interesting follows de
pends entirely on what Tom registers this agent as. The 
same goes for Fido, of course; ifFido registers the steak as 
a mere clump of debris, he will no doubt pass it by. 

I think this is consonant with Roitblat's remarks about 
abandoning certainty: If we view the registration mecha
nisms, the syntactic engines, as making unjustified leaps 
of "inference" to meanings, then we can say what those 
states mean, but not what they certainly mean. That is, 
"good enough" is the standard for meaning attribution, 
both for theorists peering in, and for the organisms 
themselves. I think then that what Roitblat calls abandon
ing certainty of meaning is what I call abandoning deter
minacy of content. When Roitblat says his hierarchical 
accounts "require no mysterious components, homun
culi, or executives to operate" he is missing a point of 
mine. His higher-level structures are homunculi, and 
there is nothing more mysterious about homunculi than 
that. Finally, although he is right that my view is inter
mediate between the vitalists and the eliminativists, he 
seems to think I view the intentional stance as erring in 
attributing "too much" intelligence to species; I do not, 
however, view this as a useful error, but as the truth, 
properly understood. 

5. Other Issues, alphabetically by author. There is an 
abrupt dismissal by Amundson of my claim that the 
theory of natural selection is quite unable to discriminate 
natural from artificial selection by an examination of the 
products. I take this to be a little-noted but incontroverti
ble fact, and I would like to see Amundson show just how 
a biologist would make this determination. 

Some twenty years ago Danto suggested that beliefs 
were sentences in the head, and today he thinks "sen
tentialism is here for a long time," despite my criticisms 
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(and those of others), which "pass harmlessly overhead." 
He misses the point of my example of the "thing about 
redheads"; he says that it is no part of Realism to rest~i 
internal representations to beliefs or even sententi 
characterized internal states. Quite true; that is why 
myself am a Realist about representations, as I often say. 
My point is that many Realists about belief are commit
ted to the view that all content must be packaged in 
propositions (read: sentences) that can make the sort of 
content-contribution to the whole that a well-form ed
formula can make if added as a new axiom to a set of 
axioms. This is the issue that worries me about Newell 
and Levesque (see above). What Danto's insouciance 
shows is that if you leave the empirical questions to the 
empirical researchers, as he advises, and the semantical 
problems to "semantical experts" (who are they, if not 
philosophers, by the way?) you are left with nothing 
much to worry about. 

Dummett raises several objections not treated above, 
and also provides an excellent discussion of the ineradica
ble vagueness of belief. He regrets my ignoring (human 
type) thinking, and finds my view that human belief and 
animal belief are on a par "grossly implausible." But, as 
mentioned above in response to Pre mack, I reserve 
another term, opinions, for the states Dummett correctly 
points to as playing a critical role in human action and 
psychology. I think, by the way, that Stance would 
indeed have benefited from another chapter, a positive 
account of opinions and the way they differ from beliefs, a 
sequel to Brainstorms' "How to Change Your Mind," but 
alas no such chapter has been written. The interanima
tion of opinions and beliefs in the accounts we must gi4 
of the distinctively human pathologies of self-deceptio'" 
and akrasia, alluded to in Dummett's remarks, and also 
the shaping role of explicit or nearly-explicit thinking in 
the guidance of normal human behavior, is a topic for 
further research by philosophers, and by me in particular 
(in my account of the nature of conscious thought, a topic I 
am currently working on). 

Dummett also accuses me of making "the common 
compatibilist mistake of thinking that the success of the 
intentional stance must always depend upon the pos
sibility of a parallel explanation," by which I think 
Dummett means: a causal, mechanical explanation in 
terms of inner goings-on, a subpersonal explanation. This 
requires some unpacking. In "On Giving Libertarians 
What They Say they Want" (Brainstorms, ch. 15), I 
showed how an intentional stance explanation could go 
through successfully even when it was known that no 
deterministic mechanical explanation of the behavior 
could be had. This denies one "common compatibilist 
mistake," the mistake enshrined in Hobart's (1934) title 
"Free Will as Involving Determination and Inconceiva
ble Without It." But this is not the common compatibilist 
mistake Dummett has in mind, I gather. What can it be? 
If it is the belief that the success of an intentional stance 
explanation is always in jeopardy of falsification by the 
confirmation of a strikingly nonparallel mechanical expla
nation, I don't think this is a mistake at all. I argue i. 
Brainstorms, ch. 12, "Mechanism and Responsibility,. 
that if one gets confirmation of a much too simple me
chanical explanation (e.g., our hero's brilliant "act" turns 
out to have been the mechanical effect of a brain seizure -
cf. the demoting discoveries about vervet brilliance), this 



really does disconfirm the fancy intentional level account. 
So I do not see what "common compatibilist mistake" is 

at for me to have made. 
. Finally, Dummett, the premier interpreter of Frege, 

says that Frege's view is quite antithetical to the positions 
I discuss in Chapter 5. I am in no position to disagree with 
him. (Since I claim Frege's concept of a Thought as the 
"backbone" of current orthodoxy about propositions, I 
guess I am fair game if current orthodoxy turns out to be 
not at all what Frege had in mind.) But I am puzzled by 
one of Dummett's claims: Frege's principle that thoughts 
are not mental contents "implies that ... when I grasp a 
thought, nothing in my mind determines which thought it 
is that I grasp. If so, nothing in my mind, still less in my 
brain, is required to determine what object or objects I 
am thinking about." I had wondered if this could be an 
implication of Frege's attack on psychologism, but dis
missed the idea. If this is in fact what Frege held, then I 
wonder why his brand of antipsychologism should be 
taken seriously after all. I must be missing Dummett's 
point. 

Harman worries about whether there is a vicious 
circularity in my definition of the intentional stance, a 
worry shared by Lycan. I don't think there is, for the 
following reason. First, I do not, as Harman claims, 
"abandon" my earlier substantive claims about the nature 
of belief and desire when I grant, in Chapter 4, that "one 
way to discover" what someone else believes and desires 
is to imagine yourself in that person's shoes and ask 
yourself "what would I believe and desire under those 

mstances?" Stich's projectionist method of belief 
(see pp. 343-34) is, for all I can see, coexten

sive with my rationalist method (it will yield the same 
verdicts) if used by someone who already has a good idea 
what beliefs and desires are. One can feign total igno
rance on this score, and then claim to be baffied by the 
circularity of Harman's Theses I and IV taken together. 
But even for one who claims to be innocent of preconcep
tions about what beliefs and desires might be, it seems to 
me that I have said enough, in the course of the book, 
about the principles governing attribution to brush aside 
the suggestion that in the end my account fails to break 
out of the circle Harman and Lycan have described. 

Lycan's first three objections have not yet been treat
ed. He begins with a fine summary of my position, 
correctly identifying three major reasons for my instru
mentalism, and then turns to objections, written in phi
losophers' shorthand, warning me (and other philoso
phers) by allusion of various presumed difficulties. 
Herewith, then, my equally efficient but probably equal
ly hermetical replies. 

1. I share JJycan's low opinion of certain excesses of 
logical positivism, but I am not an across-the-board in
strumentalist, and do not advocate it (see pp. 71-72). 
What label would Lycan place on automata theory? Is one 
an instrumentalist in holding that to be a Turing machine 
is to be robustly interpretable as a Turing machine? 

2. Lycan's brief allusion to "the zombie example," 
• which purportedly refutes analytical behaviorism, must 
.,be baffiing to the uninitiated: they can take it from him 

that such examples "work" or they can take it from me 
that they don't work, or they can check it out in the 
literature. Lycan (1987) is a good instance on one side, 
while Dennett (1982) is a good instance on the other. 
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The editor also seems to believe in zombies. According 
to the EDITORIAL COMMENTARY, the mind/body prob
lem is the problem of whether there is a difference 
between (1) behaving exactly as if one were in pain and (2) 
in reality having pain; it is suggested that there is no 
counterpart in biology or physics. If the editor took his 
own emphasized words seriously, I doubt ifhe'd find my 
view that there is no difference all that puzzling. To say 
that something (our putative zombie) behaved exactly as 
ifit had pain is to say that it responds to analgesics exactly 
as if it had pain, begs for mercy exactly as if it had pain, is 
distracted from pressing projects exactly as if it had pain, 
is unable to perform up to snuff on various tests exactly as 
if it had pain, and so forth. About such an entity (such a 
putative zombie) I am unembarrassed to declare: Yes, 
there is no important difference - indeed no discernible 
difference - between such an entity and an entity that 
genuinely has pain. The illusion of a difference here is 
traceable to the tricky word "behavior," which can be 
understood to mean something like "peripheral," "exter
nal," "readily observable" behavior. I am not now and 
have never been that kind of behaviorist. I am the kind of 
behaviorist that every biologist and physicist is. The 
biologist says that once the behavior of the pancreas or 
the chromosome or the immune system is completely 
accounted for, everything important is accounted for. 
The physicist says the same about the behavior of the 
electron. 

Searle also makes this mistake about my behaviorism, 
when he insists that my third-person point of view com
pels me to "look only at external behavior," but re
member that everything the neuroscientist can look at is 
also external behavior by this criterion. See also my reply 
to Dretske above. 

3. I don't find Lycan's third objection, about instru
mentalism and usefulness, compelling. I don't hold that 
the antecedent clause merely says something about "the 
usefulness of our predictive practices" any more than I 
hold that the sentence "Had TMj gone into state k, it 
would have . . ." says something about the usefulness of 
our predictive practices when we call things Turing 
machines. 

Newell asks several questions that I haven't answered 
directly or by implication above. He is right that there is a 
lot more offolk psychology than the parts he and I attempt 
to clarify, but I wonder ifhe isn't selling the knowledge 
level short in saying that it concentrates only on the 
"knowledge and goals" of agents. Surely he also aspires to 
provide sound models of human wondering, anticipating, 
learning, forgetting, perceiving, intending, and many 
other phenomena familiar to folk psychology (and anath
ema to old-line behaviorists). So do I. 

Newell asks about the mystery philosophers still see 
surrounding "the semantic relation" and I think the 
reason he doesn't see it is that he has so far chosen to 
sidestep it in his own work; for instance, when SOAR 

solves a block-piling problem, there is no question of just 
which blocks (in the world) SOAR is thinking about - for 
SOAR is not thinking of any particular blocks in the world . 
Once that issue arises, however, the sketchiness at best 
and incoherence at worst of existing "procedural seman
tics" accounts begins to be worrying. Here, by the way, 
Dummett and Newell might meet on common ground. 

I tried, in Chapter 9, to give a sympathetic, detailed 
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analysis of Searle's (1980) various claims about the Chi
nese room, and to say where I thought he had gone 
wrong. In his present commentary, Searle's response to 
specific objections to his position seems to be simply to 
declare, with no argument or analysis whatever, that they 
are "irrelevant." I have carefully considered Searle's 
three specific claims of irrelevance, but found them all to 
be invalid. Others are invited to confirm this finding. The 
rest of the commentary seems to me to be an exercise in 
refutation by caricature. (A student of mine once came 
up with the marvelous malaprop: "by parody of reason
ing" for "by parity of reasoning." The difference is admit
tedly hard for many to discern, but mature students of 
philosophy realize that any philosophical position worth 
taking seriously can be made to appear utterly ridiculous 
with a few deft strokes of deliberate oversimplification -
it's child's play, in fact.) 

Taylor holds that to animals (clams? ants?) some things 
really matter, and that my nonrealistic way with "matter
ing states" means that I never really talk about the mind at 
all. My view has the effect, he says, of "interpreting away 
the central phenomena of mind." I think he is close to 
being right about something important: A more properly 
biological cognitive science would indeed pay more at
tention to "affect" and "emotion," and would never let 
the question hide in the shadows for long as to why some 
things matter to various organisms (or artifactual sys
tems). But I think Taylor's way of arguing for his claim is 
indefensible. "There are too many reasons to state them 
all here," he says, why my view is a "catastrophic mis
take." A list would be appreciated. Taylor chooses to 
focus on pain, presumably the most accessible example of 
my catastrophic mistakes: "About pain, there is a 'fact of 
the matter,' beyond all interest relativity, and immune to 
any supposed 'indeterminacy of radical translation.'" 
Now I deny this, and, as Taylor notes, I have written at 
considerable length about it in Brainstorms, trying to 
show how this is an illusion. Briefly, is it as obvious as 
Taylor claims that there is (always) a fact of the matter 
about pain? Do clams feel pain? Our sort of pain? The sort 
that matters? Do we human beings feel pain under 
various sorts of anesthesia and analgesia? In Brainstorms 
I went to the details to show that what is "obvious" to the 
armchair philosopher is not at all obvious when you start 
looking at the strange and troubling empirical facts. 
Anyone who thinks Taylor's brute assertion is obviously 
right might read that chapter and then reconsider. 

Does mattering matter to me? It certainly does. I have 
written a whole book on it (Dennett 1984) - a book with 
which Taylor has strenuously disagreed. He sometimes 
strikes me as one of those who think that the only way to 
protect humanity from the dead hand of science is to erect 
an absolutist metaphysical Maginot Line. It won't work. 
I'm already way into enemy territory with my own ac
count of mattering. I do not "sidestep" the issues, nor do I 
apply the "science upsets common sense" doctrine in a 
"knee-jerk fashion." When I apply this doctrine (as for 
example in my discussion of pain), I try to deliver the 
goods. 
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