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Abstract

Large vacuum fluctuations of a quantum stress tensor can be described by the

asymptotic behavior of its probability distribution. Here we focus on stress

tensor operators which have been averaged with a sampling function in time.

The Minkowski vacuum state is not an eigenstate of the time-averaged op-

erator, but can be expanded in terms of its eigenstates. We calculate the

probability distribution and the cumulative probability distribution for ob-

taining a given value in a measurement of the time-averaged operator taken

in the vacuum state. In these calculations, we use the normal ordered square

of the time derivative of a massless scalar field in Minkowski spacetime as an

example of a stress tensor operator. We analyze the rate of decrease of the

tail of the probability distribution for different temporal sampling functions,

such as compactly supported functions and the Lorentzian function. We find

that the tails decrease relatively slowly, as exponentials of fractional powers,

in agreement with previous work using the moments of the distribution. Our

results lead additional support to the conclusion that large vacuum stress ten-

sor fluctuations are more probable than large thermal fluctuations, and may

have observable effects.
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Chapter 1

Introduction and background

The definition and the use of the expectation value of a quantum stress

tensor operator have been a topic of intense study in recent decades. The

semiclassical theory for gravity uses the renormalized expectation value of the

quantum matter stress tensor to give an approximate description of the effects

of quantum matter fields on the gravitational field. As in the semiclassical

theory of electromagnetic radiation, it is expected that this theory is a rea-

sonable approximation to a more complete quantum theory of gravity coupled

to matter fields. It is known that a renormalized stress energy operator for

quantum fields in curved spacetime is associated with quantum corrections

to Einstein’s equations, via higher order derivative terms [1]. These correc-

tions lead to physical effects, such as small scale factor oscillations around an

expanding background universe and quantum particle creation [2]. Moreover,

this theory has been successful about giving a plausible description of the back

reaction to black hole evaporation through Hawking radiation [3]. However,

the semiclassical theory does not consider the quantum fluctuations of the

stress tensor around its expectation value and their possible effects. Several

authors have studied a variety of physical effects associated with quantum

stress tensor fluctuations. These effects include, for example, potentially ob-

servable gravity waves from quantum stress tensor fluctuations in inflationary

models [4], effects of vacuum electric field fluctuations on light propagation in

nonlinear materials [5, 6], and barrier penetration of charged or polarizable

particles through large vacuum radiation pressure fluctuations [7, 8].

In general, the physical effects of large fluctuations of a quantum stress ten-
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CHAPTER 1. INTRODUCTION AND BACKGROUND

sor operator can be studied through the analysis of the probability distribution

for the time or spacetime averaged operator. This probability distribution can

be inferred (at least qualitatively) from the moments of the averaged operator,

and the exact distribution was found in a two-dimensional model in Ref. [9].

The moments method was used in Ref. [10] to infer the probability distribution

for several normal-ordered quadratic operators in four dimensional Minkowski

spacetime with Lorentzian time averaging. These included the square of the

electric field and the energy densities of a massless scalar field and of the elec-

tromagnetic field. This idea was extended in Ref. [11] to compactly supported

functions of time. These results predict an asymptotic form of the probability

distribution function for large fluctuations of

P (x) ∼ c0x
be−ax

c

, x� 1 . (1.1)

Here the variable x is a dimensionless measure of the stress tensor, and c0, a, b,

and c are constants which depend on the sampling function. In the case of the

Lorentzian time averaged electromagnetic energy density, for example, a ∼ 1

and c = 1/3. Because thermal fluctuations are exponentially suppressed in

energy, vacuum fluctuations can dominate over thermal fluctuations at large

energies. However, the moments an of a quantum stress tensor operator grow

very rapidly, to the extent that they might not uniquely determine the proba-

bility distribution, so it is desirable to seek alternative methods. The unique-

ness of a probability distribution P (x) associated with moments an can be

analyzed using the Hamburger moment theorem [12]. This theorem states that

a probability distribution with moments an is unique if there exist constants

U and Q such that

|an| ≤ UQnn! , for all n . (1.2)

Since this is a sufficient, but not necessary, condition for uniqueness, when

Eq. (1.2) is not satisfied, the uniqueness of P (x) is not totally ruled out but

it is not guaranteed either. In the example above, moments of the Lorentzian

time averaged electromagnetic energy density grow as an ∼ (3n)! for large n,

which does not satisfy the criteria of Eq. (1.2).

In this thesis, we develop such an independent test of the moments ap-

proach for the study the probability distribution of time-averaged quantum

stress tensor operators. The main idea is to diagonalize the time-averaged

operator through a change of basis and calculate the cumulative probability

distribution function of its quantum fluctuations in the vacuum state. We are
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CHAPTER 1. INTRODUCTION AND BACKGROUND

interested in checking the behavior predicted by the high moments approach,

and in determining which modes and particle numbers give the dominant con-

tribution to the large fluctuations. Unlike the moments approach, which pri-

marily gives information about the asymptotic behavior of the probability

distribution for large vacuum stress tensor fluctuations, the diagonalization

approach in principle gives a unique probability distribution for a broad range

of fluctuations x. We take the normal ordered square of the time derivative

of a massless scalar field in Minkowski spacetime as our stress tensor oper-

ator, and find the tail of the probability distribution for different temporal

sampling functions, specifically a class of compactly supported functions and

the Lorentzian function. The tails decrease relatively slowly, as exponentials

of fractional powers, in agreement with previous results using the moments of

the distribution. Our results lend additional support to the conclusion that

large vacuum stress tensor fluctuations are more probable than large thermal

fluctuations, and may have observable effects.

This thesis is organized as follows: In Secs. 1.1 and 1.2, we briefly review

the semiclassical theory of gravity and main results of Refs. [9, 10, 11] on

quantum inequalities and the high moments approach to the analysis of the

probability distribution for quantum stress tensor operators. In Sec. 1.3, we

review fluctuations of the gravitation field as a natural extension of semiclas-

sical gravity making focus on passive fluctuations and results from Refs. [6]

and [8]. In Chap. 2, we develop an independent approach to the study of prob-

ability distributions based on the diagonalization of the operator. In Chap. 3,

we show the numerical results obtained for different time sampling functions.

In Chap. 4, we summarize and discuss the main results of this thesis. Chap-

ters 2, 3, and 4 are entirely based on one of my papers published in Physical

Review D 97, 025013 (2018) [13]. Units in which G = ~ = c = 1 are used

throughout this thesis.

1.1 Beyond Semiclassical Gravity

The semiclassical theory of gravity considers a classical gravitational field

coupled to quantum matter fields. These quantum matter fields propagate

according to the theory of quantum fields in curved spacetime. In this theory

the spacetime is classical but dynamical. The semiclassical Einstein Equations

relate the expectation value of the stress energy momentum tensor operator

3



CHAPTER 1. INTRODUCTION AND BACKGROUND

of the matter fields, Tµν , and the curvature of the spacetime as

Gµν = 8π〈Tµν〉 . (1.3)

Here Gµν is the Einstein tensor. The expectation value of the matter field

stress tensor is obtained after a suitable regularization and renormalization

processes [14]. The semiclassical theory of gravity is analogous to the semi-

classical theory of electrodynamics in which the classical electromagnetic field

is coupled to the expectation value of the electric current operator. We expect

this semiclassical theory of gravity can approximately describe the effects of

quantum matter fields upon the gravitational field on length scales well above

the Planck scale and when fluctuations of Tµν are small.

One of the greatest successes of semiclassical gravity has been the so-called

Hawking effect [15], which connects thermodynamics, gravity, and quantum

field theory to explain the black hole physics. Observers far from a black hole

are able to see a flux of thermal radiation, Hawking radiation, which is emitted

from the black hole at a temperature proportional to its surface gravity. The

outgoing radiation is explained by quantum particle creation phenomena in a

region outside of the event horizon. Since this radiation carries away energy

and entropy from the black hole, the mass of the black hole slowly decreases

leading to an eventual evaporation. Indeed, any primordial black hole with

a mass less than about 1015 g would have evaporated by now. As long as

the mass of the black hole is large compared to the Planck mass 10−5 g, the

semiclassical Einstein equation, Eq. (1.3), gives a reasonable description of the

back reaction to black hole evaporation through Hawking radiation.

On the other hand, the semiclassical theory of gravity has been success-

fully applied during the early Universe at scales when quantum effects are

important but still far away from Planck scale. For example, quantum cre-

ation of particles is expected in an expanding universe as was first discussed by

Parker [16]. Indeed, after the end of inflation, quantum creation of particles

could significantly contribute to the matter and radiation of the universe [17].

In addition, quantum fluctuations during the inflationary epoch are the origin

of the density perturbations which would lead to galaxies formation at later

times [18]. This striking prediction seems to agree with observations coming

from the cosmic microwave background radiation [19].

We have seen that the semiclassical theory of gravity provides a crucial

link between the purely classical theory and a more complete quantum theory

4



CHAPTER 1. INTRODUCTION AND BACKGROUND

of gravity. As was mentioned before, this theory offers us a very rich pool of

physical effects which are not found at the classical level, including but not

limited to black hole evaporation and cosmological particle creation.

The simplest extension of the semiclassical theory is given by considering

fluctuations of the gravitation field. These kind of fluctuations can be produced

by the quantum nature of gravity itself or by quantum fluctuations of the stress

tensor. While the first case is known as active fluctuations, the second case is

known as passive fluctuations. Here we have to point out that the inclusion of

fluctuations in Eq. (1.3) to go beyond semiclassical gravity requires that these

fluctuations be small [20, 21].

Active fluctuations correspond to fluctuations of gravity itself, which can

be seen as fluctuations of spacetime leading to Brownian motion of test parti-

cles. If we consider photons as test particles, then gravity fluctuations lead to

fluctuations of lightcones. This remarkable prediction introduces, for example,

variations in arrival times of pulses from a source. Spacetime fluctuations can

arise from a bath of gravitons in a nonclassical state (such as a squeezed vac-

uum state) [22, 23]. Note that since a black hole horizon is only a special case

of a lightcone, we expect horizon fluctuations coming from spacetime geome-

try fluctuations. Horizon fluctuations could potentially alter the semiclassical

derivation of black hole evaporation as well as allow information escapes out

from black holes. Quantum fluctuations of horizons in a Schwarzschild space-

time are studied in Ref. [24] within the frame of linearized quantum gravity.

These authors estimate that black hole horizon fluctuations are much smaller

than Planck dimensions for black holes whose mass exceeds the Planck mass

and are sufficiently small as not to invalidate the semiclassical derivation of

the Hawking process. However, Refs. [25] and [26] claim that black hole hori-

zon fluctuations are much larger. While large horizon fluctuations in Ref. [25]

come from the effect on the Schwarzschild metric of mass fluctuations near

the horizon, those fluctuations in Ref. [26] arise from thermal fluctuations

of particles near the horizon in large angular momentum modes. In any case,

black hole horizon fluctuations is an area of ongoing work which must still be

deeply investigated and criticized.

Passive fluctuations are driven by quantum stress tensor fluctuations. Sev-

eral authors have studied possible effects associated with these quantum fluc-

tuations, such as luminosity fluctuations and angular blurring of astrophysical

images coming from distant sources seen through a fluctuating spacetime filled

with a thermal bath [27], quantum stress fluctuations of a conformally invari-

ant field in inflationary cosmology [28], cosmological density perturbations
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CHAPTER 1. INTRODUCTION AND BACKGROUND

through passive fluctuations of the inflaton driven as a consequence of cou-

pling between the inflaton with other massive quantum fields [29], and gravity

waves in inflationary models generated by quantum stress tensor fluctuations

of a conformal field [4].

Since in this thesis we are specifically interesting in quantum stress tensor

fluctuations, we will review in the following sections main results in the lit-

erature on quantum inequalities and high moments approach to study large

vacuum stress tensor fluctuations.

1.2 Review of previous results

Vacuum fluctuations of averaged linear quantum field operators, such as

the time averaged quantum electric field, are associated with Gaussian proba-

bility distributions. The averaging can be carried out along a timelike curve,

over a spatial volume, or over a spacetime volume. Let us consider a temporal

averaging of a normal-ordered field operator χ(t, r) as follows

χ =

∫ ∞
−∞

:χ(t, r):f(t)dt . (1.4)

Here χ is the time averaged field operator and f(t) is the real-valued temporal

sampling function with a characteristic width τ . This function must satisfy

the normalization condition

∫ ∞
−∞

f(t)dt = 1 . (1.5)

Define the nth moment of the averaged field operator in the vacuum state as

µn = 〈0|(χ)n|0〉 . (1.6)

The moments are finite and uniquely define a Gaussian probability distribution

as [11]

P (χ) =
1√
2πσ

e−χ
2/(2σ) , (1.7)

where σ = µ2 corresponds to the variance of the distribution. It depends on
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CHAPTER 1. INTRODUCTION AND BACKGROUND

the functional form of the sampling function and its width. The χ2 dependence

in the exponential of Eq. (1.7) indicates that large field fluctuations are not

too likely.

On the contrary, the probability distributions for quadratic operators, such

as the energy density or other components of quantum stress tensor operators,

show that large vacuum quantum fluctuations are more likely than one might

have expected. For example, Ref. [11] showed that normal-ordered quadratic

operators in a four-dimensional Minkowski spacetime and sampled in time

using compactly supported functions, have a tail for their probability distri-

butions given by Eq. (1.1). The tail decrease relatively slowly, as exponentials

of fractional powers, in comparison to a Gaussian distribution.

1.2.1 Quantum Inequalities

Quantum inequalities set lower bounds on the expectation values of smeared

quantum stress tensor components in arbitrary quantum states. For the case

of a two-dimensional spacetime, the sampling may be carried out over space,

time, or spacetime. But for the case of a four-dimensional spacetime, there are

no quantum inequalities when the sampling is only carried out over space [30].

The weak energy condition imposes over the stress-energy tensor Tµν the

inequality Tabu
aub ≥ 0 for all timelike vector ua. All known forms of clas-

sical matters obey this condition. By contrast, this condition is violated in

quantum field theory where the renormalized energy density may take arbi-

trarily negative values at points of spacetime [31]. Quantum inequalities im-

pose strong constraints over negative values that can be reachable by energy

densities. Without these restrictions, a number of bizarre possibilities such as

traversable wormholes [32], faster-than-light travel [33], time travel [32, 34],

and violations of the second law of thermodynamics [35], would be possible.

In four spacetime dimensions, a general quantum inequality for a massless

scalar field involving a temporal sampling takes the form [20, 35, 36, 37, 38]

∫ ∞
−∞
〈:Ttt(t, 0):〉g(t) ≥ −C

τ 4
, (1.8)

where 〈:Ttt(t, 0):〉 is the renormalized energy density in an arbitrary quantum

state measured by an stationary observer at the spatial origin and g(t) is a non-

negative sampling function with characteristic width τ . Here C is a numerical

7



CHAPTER 1. INTRODUCTION AND BACKGROUND

constant which is typically small compared to unity. The specific value of C

depends on the form of the sampling function but not its width. Equation (1.8)

tells us that the magnitude and the fourth power of the duration of the negative

energy density are inversely proportional. Suppose that an observer measures

a pulse of negative energy density with a magnitude of ρm during a period of

time of τ , then the observer must measure ρm < 1/τ 4.

There is a very deep connection between quantum inequality bounds and

the probability distribution for quantum stress tensor fluctuations in the vac-

uum. Quantum inequality bounds set lower bounds on the expectation values

of sampled stress tensors in arbitrary physically reasonable quantum states.

A quantum inequality bound corresponds to the lowest eigenvalue associated

with a sampled operator, and is therefore the smallest result which one can

find in a measurement. These bounds are also the lower bounds of the support

of the respective probability distributions in the vacuum state (for a rigorous

explanation, see [18] in Ref. [9].)

1.2.2 Shifted Gamma Distribution

Here we review the main results of Ref. [9]. Consider a general unitary, pos-

itive energy conformal field theory in a two-dimensional Minkowski spacetime

with central charge c. For the case of a massless scalar field, for example, the

central charge is equal to one. Define the time average of the energy density

operator Ttt(t, 0) with a Gaussian function as

ρ =
1√
πτ

∫ ∞
−∞

:Ttt(t, 0):e−t
2/τ2dt , (1.9)

where τ is a characteristic width. The probability distribution associated with

measurements in the vacuum state of the Gaussian sampled energy density

is obtained by finding a closed expression for the generating function of the

nth moments of Eq. 1.9, 〈0|(ρ)n|0〉, from which the underlying probability

distribution can be derived. Defining the dimensionless variable x ≡ ρτ 2, the

probability distribution P (x) is given by a shifted Gamma function according

to

P (x) = H(x+ x0)
βα(x+ x0)α−1

Γ(α)
e−π(x+x0) , (1.10)

where H is the Heaviside function, x0 = c/(12π), α = c/12, and β = π. There

is a lower bound of the distribution given by x = −x0. For the case of a mass-

8
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less scalar field, the lower bound is exactly the same as the optimum lower

bound coming from the respective quantum inequality [40]. As was mentioned

before, quantum inequalities bounds and stress tensor probability distributions

are deeply connected. On the contrary, there is no upper bound on the support

of P (x). So any arbitrary large value of the energy density can be reached by

vacuum fluctuations.

Using Eq. (1.10) and the binomial theorem, the nth moment of P (x) can

be expressed in closed form as a generalized hypergeometrc function 2F0 as

follows

an =

∫ ∞
−x0

xnP (x)dx = (−x0)n 2F0

(
α,−n;

1

βx0

)
. (1.11)

For large n, an ∼ n! satisfying the sufficient criteria for uniqueness of P (x),

Eq. (1.10), given by the Hamburger moment theorem, Eq. (1.2).

The shifted Gamma function of Eq. (1.10) also appears in the analysis

of probability distributions in a four-dimensional spacetime. Let us consider

a massless scalar field ϕ. Take the normal-ordered time-averaged quadratic

operator ϕ2 as

ϕ2 =

∫ ∞
−∞

:ϕ2(t, 0):fL(t) , with fL(t) =
τ

π(t2 + τ 2)
, (1.12)

where fL(t) is a Lorentzian function with characteristic width τ . Define the

dimensionless variable x ≡ (4πτ)2ϕ2. After explicit calculations of the first

three moments of the quadratic operator defined by 〈0|(ϕ2)n|0〉, determine

free parameters in Eq. (1.11) by a fitting procedure to obtain α = 1/72, β =

1/12, and x0 = 1/6. The resultant fitted form of the probability distribution

remarkably matches the subsequent moments exactly through a57 (see Table I

in Ref. [9] for the first eight moments). As before, the probability distribution

does not have an upper bound but there is a lower bound of the distribution

given by x = −x0.

The probability distribution for both cases, namely, the time average of the

normal-ordered energy density operator in two-dimensional Minkowski space-

time and the time average of the square of the massless scalar field in four-

dimensional Minkowski spacetime, is uniquely defined by its moments. As was

mentioned above, the moments of the shifted Gamma distribution fulfill the

sufficient criteria for uniqueness given by the Hamburger moment theorem,

Eq. 1.2.

9
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1.2.3 Probability distributions in four dimensions

Working in four-dimensional Minkowski spacetime, let S(t, r) be an oper-

ator which is a quadratic function of a free field operator and define its time

average with a real-valued sampling function f(t) by

S =

∫ ∞
−∞

:S(t, r):f(t)dt . (1.13)

We will consider measurements of the time average S rather than S. The

sampling function has a characteristic width τ and should decay quickly as

|t| � τ . The sampling function can be, for example, a Lorentzian function or

compactly supported functions. For any given sampling function f(t) define

the nth moment of the normal-ordered time-averaged quadratic operator S,

Eq. (1.13), as

µn = 〈0|(S)n|0〉 , (1.14)

where |0〉 is the Minkowski vacuum state of the theory. As we will see later,

the form of the Fourier transform f̂ defines the rate of growth of the moments

µn and, as a result, the probability for large fluctuations.

In Ref. [10], the probability distributions in a four-dimensional Minkowski

spacetime were analyzed for several normal-ordered quadratic operators, such

as the square of the time derivative of a free massless scalar field or the square

of the electric field strength, using a Lorentzian function as a sampling function

in time. Reference [11] analyzes the probability distributions of normal-ordered

quadratic operators in four-dimensional Minkowski spacetime using compactly

supported functions in time. We will review in detail the main results of both

references.

1.2.4 Lorentzian temporal sampling function

Here we review the main results of Ref. [10]. In Eq. (1.13), take the sam-

pling function to be a Lorentzian function, fL(t), according to

fL(t) =
τ

π(t2 + τ 2)
, (1.15)

10



CHAPTER 1. INTRODUCTION AND BACKGROUND

whose Fourier transformation, f̂L(ω), and normalization are given by

f̂L(ω) =

∫ ∞
−∞

dt e−iωtfL(t) = e−|ωτ | , and f̂L(0) = 1 . (1.16)

Here τ is the characteristic width of fL(t).

In Eq. (1.13), take as quadratic operators the square of the time derivative

of a free massless scalar field, ϕ̇2, the square of the electric field strength,

E2, and the energy densities of the scalar and electromagnetic fields, ρϕ and

ρEM, respectively. In four dimensions, all these operators have dimensions of

length−4. Define the dimensionless variable x = (4πτ 2)2S, where S is the

Lorentzian time average of (ϕ̇2, E2, ρϕ, ρEM ) according to Eq. (1.13). If P (x)

is the probability distribution for each one of these cases, then the nth moment

of P (x) is given by

an =

∫ ∞
−x0

xnP (x)dx , (1.17)

where −x0 is the lower bound of the distribution. We can relate the nth

moment of P (x) with Eq. (1.14) as

µn = (4πτ 2)−2nan = (4πτ)−2n

∫ ∞
−x0

xnP (x)dx . (1.18)

Here µn is formed by the vacuum expectation value of n copies of the sampled

normal-ordered quadratic operator according to

µn =

∫ ∞
−∞

dt1fL(t1)

∫ ∞
−∞

dt2fL(t2)...

∫ ∞
−∞

dtnfL(tn)〈0|:S1::S2:...:Sn:|0〉 , (1.19)

where Sj = S(tj, r). For the sake of simplicity, suppose that ϕ̇2 is the quadratic

operator in consideration and ϕ̇j is the field at time tj. The Wick’s theorem

tells us that the respective nth moment of the sampled operator can be calcu-

lated as the sum of all possible contractions of the form

ϕ̇1ϕ̇1ϕ̇2ϕ̇2ϕ̇3ϕ̇3...ϕ̇nϕ̇n , (1.20)

where any ϕ̇i is contracted with a ϕ̇j but i 6= j in each contraction. These

contractions can be represented by graphs with n vertices where every vertex

is met by two lines. Every line from ϕ̇i to ϕ̇j represents a contraction. For
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example, for n ≥ 2 only two contractions contribute to the second moment as

is shown by Fig. 1.1. For n ≥ 4, the Wick expansion includes connected as

Figure 1.1: Graphs for n = 2. Every line represents a contractions between
two ϕ̇i. (Figure taken from Ref. [10].)

well as disconnected graphs. We define the full moment generating function,

M(λ), as

M(λ) =
∞∑
n=0

λnan
n!

, (1.21)

where λ is the parameter of expansion. The nth moment of the probability

distribution can be expressed by

an =

(
dnM

dλn

)
λ=0

. (1.22)

In a similar way, we can define the connected moment generating function, W ,

with the same form as Eq. (1.21). This function generates moments which arise

from considering only connected graphs. Note that as M is the exponential of

W , there is no need to take into account disconnected graphs explicitly.

The procedure to calculate the first N moments an is the following. Com-

pute explicitly N connected moments. W can be approximated by a Nth

degree polynomial in λ. Using M = exp(W ), the full moment generating

function can be calculated. If M is also approximated by a Nth degree poly-

nomial in λ, the first N moments of an may be extracted as the coefficients of

this polynomial.

For n� 1, the nth moment of the probability distribution for all quadratic

operators mentioned here has an asymptotic form given by

an ∼ CDn(3n− 4)! , (1.23)

where C and D are numerical constants. Note that this asymptotic form for

the moments does not satisfy the sufficient criteria for uniqueness given by the

Hamburger condition, Eq. (1.2).

12
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Based on the knowledge of a finite number of moments an, Eq. (1.17) , we

can obtain an approximate estimate of the lower bound −x0 of a probability

distribution P (x) with moments an and support bounded below by −x0 (this

technique is known as Stieltjes moment test). Here we proceed to summarize

Sec. IV of Ref. [10]. Consider the expression

I(y) =

∫ ∞
−x0

(x+ y)|q(x)|2P (x)dx , (1.24)

where y ≥ x0 and q(x) is a polynomial. Define this polynomial as

q(x) =
N−1∑
n=0

βnx
n , (1.25)

and replace it into Eq. (1.24) to obtain

I(Y ) =
N−1∑
m,n=0

Mm,n(N, y)β∗mβn ≥ 0 . (1.26)

Here M(N, y) is a real symmetric N×N matrix whose elements are determined

by the moments according to

Mm,n(N, y) = am+n+1 + y am+n with 0 ≤ m,n ≤ N − 1 . (1.27)

If βn are the components of an eigenvector of M with eigenvalue λ, we have

N−1∑
n=0

Mmn(N, y)βn = λβm , (1.28)

I(y) = λ

N−1∑
m=0

|βm|2 . (1.29)

Here M(N, y) is a positive semidefinite matrix for all N and y ≥ x0. When

y decreases below x0, M(N, y) can show negative eigenvalues. Let yN be the

lowest value of y at whichM(N, y) ≥ 0 is still true. In practical terms, yN is the

largest root of the Nth degree polynomial equation given by detM(N, y) = 0.

13
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Since yN+1 ≥ yN , the sequence in N converges as

y∞ = lim
N→∞

yN ≤ x0 . (1.30)

If y∞ is a finite number, then for any probability distribution P̃ (x) with the

same moments an and whose support is bounded from bellow by −x̃0, the

condition y∞ ≤ −x̃0 will be true. Consider the specific case of the quadratic

operator ϕ̇2, then a set of values of yN(ϕ̇2) can be calculated (see Table II in

Ref. [9]). The difference between successive terms, yN+1(ϕ̇2)− yN(ϕ̇2), decays

as O(N−3/2). The set of values of yN(ϕ̇2) can be fitted to a trial function

yN(ϕ̇2) = a + bN−1/2 + cN−1 + dN−3/2 using a least square method. The

resulting formula for values y21 ≤ yN ≤ y33 is given by

yN(ϕ̇2) ≈ 0.023618− 0.012426

N1/2
− 0.0027684

N
− 0.0065339

N3/2
. (1.31)

Here coefficients have been rounded until the fifth significant digit.

A similar procedure can be applied to obtain an estimate of a lower bound

for others operators such as E2, ρϕ, and ρEM. However, relations between

the moment generating functions of these operators can be used to relate the

respective lower bounds of their probability distributions. Following this last

procedure, estimates of the lower bounds of the probability distributions of

the mentioned operators are given by

−x0(ϕ̇2) = −x0(ρϕ) = −(1/2)x0(ρEM) = −(1/2)x0(E2) ≈ −0.0236 . (1.32)

These estimates of lower bounds can be also considered as estimates of the

respective optimal quantum inequality bounds.

From the knowledge of a finite set of moments an, we can also obtain

valuable information for the tail of the associated probability distribution.

Consider the following ansatz for P (x) when x� 1 :

P (x) ∼ c0 x
b e−a x

c

, (1.33)

where a, b, c, and c0 are constants to be determined. Replace this expression

14
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into Eq. (1.17). Then large moments behavior for n� 1 are given by

an =

∫ ∞
−x0

xnP (x)dx ≈ c0

∫ ∞
0

xn+be−ax
c

, (1.34)

an ≈
c0 a

−(n+b+1)/c

c
[(n+ b+ 1)/c− 1]! , (1.35)

where we have replaced −x0 by 0 as the lower limit of the second integral

in Eq. (1.34), since the main contribution to the integral comes from

x � 1. Matching this equation with the asymptotic form for large moments

of Eq. (1.23), we can express constants a, b, c, and c0 in function of constants

C and D as

a = D−1/3 , b = −2, c = 1/3 , c0 = C D/3 . (1.36)

Replace values for b and c in Eq. (1.35) and calculate the ratio between two

successive moments to obtain

an+1

an
≈ 3(n− 1)(3n− 2)(3n− 1)

a3
. (1.37)

Using the previous set of computed values for moments an (see Table II in

Ref. [9]), the value for a can be found for each quadratic operator. Knowing

values for a, b, and c, the value for c0 can be found using Eq. (1.35). For the

ansatz given by Eq. (1.33), values of the parameters for the different quadratic

operators considered in the present analysis are shown by Table 1.1.

Table 1.1: Numerical values of the parameters of
the tail of the probability distribution according to
Eq. (1.33).

Operator c0 a b c

ϕ̇2 0.47769605 0.6677494904 −2 1/3
E2 0.95539211 0.7643823521 −2 1/3
ρϕ 0.23884802 0.8413116390 −2 1/3
ρEM 0.95539211 0.9630614156 −2 1/3
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1.2.5 Compactly supported functions

Here we review the main results of Ref. [11]. Let us consider the time

average of a quadratic operator with a sampling function f(t), Eq. (1.13).

Since the measurement of the operator occurs in a finite interval of time, the

sampling function is better described by a smooth and compactly supported

function rather than a non-compactly supported sampling function. This kind

of sampling function is strictly zero outside a finite region, avoiding the long

temporal tails of functions like the Lorentzian. It therefore gives a better

description of a measurement which begins and ends at finite times. Take

the sampling function in Eq. (1.13) to be a compactly supported nonnegative

functions, fcs(t), whose Fourier transform has the following asymptotic form

when ωτ � 1:

f̂cs(ω) ∼ γ e−β|ωτ |
α

, (1.38)

where α, γ, and β are constants. Here α ∈ (0, 1) is a decay parameter which

defines the rate of decrease of f̂cs(ω) (values α ≥ 1 are incompatible with fcs

having compact support). It is worth emphasizing that τ does not directly

measure the support of fcs, but rather indicates the shortest characteristic

timescale associated with fcs; in our examples, this will characterize the switch-

on and switch-off regions. Setting the initial switch-on to occur at t = 0, the

asymptotic form of fcs(t) at t→ 0+ depends on the decay parameter as follows

fcs(t) ∼ w4t
−w1e−w2 t−w3 (1.39)

where

w1 =
2− α
2− 2α

, (1.40)

w2 = (1− α)αα/(1−α) , (1.41)

w3 =
α

1− α
, (1.42)

w4 =
α1/(2−2α)√
2π(1− α)

. (1.43)

The asymptotic form of fcs(t) at the switch-off is the same. Equations (1.38)

and (1.39) show that the decay parameter determines both the rate of decrease

of the asymptotic form of f̂cs(ω) and the behavior of fcs(t) at the switch-on
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and switch-off regions. A simple electrical circuit can be built setting α = 1/2

to obtain f(t) ∼ (1/
√

4π) t−3/2e−1/(4t) at t→ 0+.

For any given compactly supported function fcs(t), we still define the nth

moment of the normal-ordered time-averaged quadratic operator S, Eq. (1.13),

to be given by Eq. (1.14).

In the first instance, we work in a box of finite volume and express S in a

mode sum of creation and annihilation bosonic operators as

S =
∑
ij

(
Ãija

†
iaj + B̃ijaiaj + B̃∗ija

†
ia
†
j

)
, (1.44)

where Ãij and B̃ij are components of symmetric matrices Ã and B̃, which have

the functional forms

Ãij ∝ (ωiωj)
1/2f̂cs(ωi − ωj) , (1.45)

B̃ij ∝ (ωiωj)
1/2f̂cs(ωi + ωj) , (1.46)

where ωi are the mode frequencies. Precise forms of Ã and B̃ will be given when

we come to specific examples in Chap. 3. The moment µn can be expressed as

a nth degree polynomial in these components. As n increases, the number of

terms in the expression for the nth moment grows rapidly. Fortunately, only

one term gives the dominant contribution for n� 1:

Mn = 4
∑
j1···jn

B̃j1j2Ãj2j3Ãj3j4 · · · Ãjn−1jnB̃
∗
jnj1

. (1.47)

First, B̃j1j2 and B̃∗jnj1 have to begin and end, respectively, the expression for

Mn because B̃∗ija
†
ia
†
j and B̃ijaiaj in Eq. (1.44) are the only terms which do not

annihilate the vacuum from the left and right, respectively. Second, all the

remaining coefficients in Mn are Ãij’s, which fall slower than B̃ij’s when ωi

becomes large. This arises because the Ãij involve a difference in frequencies,

as opposed to the sum in the B̃ij. Provided that f̂cs ≥ 0, all the terms

contributing to the nth moment are nonnegative, so Mn is actually a lower

bound on µn, which will gives us a lower bound on the probability distribution

for large vacuum fluctuations. Here we have to mention that the same reason-

ing works if we use in Eqs. (1.45) and (1.46) a Lorentzian sampling function
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instead of compactly supported functions. Indeed, there is numerical evidence

that µn ∼ Mn for large n using a Lorentzian sampling of the quadratic op-

erator :ϕ̇2:, where ϕ is a massless scalar field in four-dimensional Minkowski

spacetime. Using data from Table I in Ref. [10], we have (M4/µ4) ≈ 0.843,

(M10/µ10) ≈ 0.966, and (M20/µ20) ≈ 0.993. The ratio (Mn/µn) steadily ap-

proaches to one as n increases.

Coming back to our discussion of the dominant term Mn under a compactly

supported sampling function, consider the time average of :ϕ̇2:. Then, passing

to a continuous mode sum, the dominant term takes the form

Mn = kn

∫ ∞
0

dω1 · · · dωn(ω1 · · ·ωn)3×

f̂cs(ω1 + ω2)f̂cs(ω2 − ω3) · · · f̂cs(ωn−1 − ωn)f̂cs(ωn + ω1) ,

(1.48)

where kn = 1/(2π2)n. If f̂cs has the asymptotic form (1.38), then the dominant

term has the asymptotic form, in units in which τ = 1,

Mn ∼
3!γ2B0B

n[2πfcs(0)]n−2Γ [(3n+ 2)/α− 4]

(2π2)nα5(2β)(3n+2)/α
(1.49)

for n � 1, where kn = B0B
n and fcs(0) = (2π)−1

∫∞
−∞ dωf̂cs(ω) (see Sec. IV

of [11]). The most important part of this expression is the gamma function

factor, which leads a rapid rate of growth of the high moments, Mn ∝ (3n/α)!.

Thus, the parameter α is crucial in determining the rate of growth of the

moments when n� 1.

The goal is to use the asymptotic form for the moments, Eq. (1.49), to

obtain information about the probability distribution for large vacuum fluctu-

ations. Return to arbitrary units for the characteristic timescale τ . Let P (x)

be the probability density for the distribution of the dimensionless variable

x = Sτ 4 in measurements of S in the vacuum state. While there is no upper

bound on the values of x that can arise – and therefore no upper bound on

the support of P – there is a lower bound x > −x0 for some x0 > 0. As was

mentioned before in Sec. 1.2.1, there is a deep connection between this feature

of the stress tensor probability distribution and quantum inequality bounds.

We define the tail distribution (also called the complementary cumulative dis-

tribution function), P>(x), as the probability of finding any value y ≥ x in a
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measurement

P>(x) =

∫ ∞
x

P (y)dy (1.50)

and of course P is normalized so that P>(x) = 1 for x ≤ −x0. The nth

moment of S can be written in terms of P as

µn = τ−4n

∫ ∞
−x0

xnP (x) dx (1.51)

and this can be compared with the asymptotic form of the dominant contribu-

tion Mn, Eq. (1.49), to infer information about P (x) and P>(x). In this way,

we are led to consider the asymptotic forms

P (x) ∼ c0x
be−ax

c

, and P>(x) ∼ c0a
−(1+b)/c

c
Γ

(
1 + b

c
, axc

)
, (1.52)

for large vacuum fluctuations, x� 1, where c0, a, b, and c are constants to be

determined, and for which the corresponding moments obey

µn ≈ c0

∫ ∞
−x0

xn+be−ax
c

dx =
c0

c
a−(n+b+1)/c Γ[(n+ b+ 1)/c] . (1.53)

when n becomes large. The similarity between this expression and the asymp-

totic form for Mn, Eq. (1.49), is evident, and leads to the identifications

c =
α

3
, b = −(4α + 1)

3
, a = 2β [2πBfcs(0)]−α/3 , (1.54)

c0 = ca(1+b)/cB0 3!γ2α−5 (2β)−2/α[2πfcs(0)]−2 , (1.55)

where B = 1/(2π2) and B0 = 1. However, the situation is a little bit more

subtle, because it is not guaranteed that a set of moments growing as fast as

(3n/α)! (for α < 1) determines a unique probability distribution [12]. For-

tunately, the difference between two probability distributions with the same

moments is just an oscillatory function, which does not add any interesting

feature to the general form of P (x) for our purposes. Therefore the parameters

in Eq. (1.54) should provide a good approximation to the asymptotic behavior

of P (x) and P>(x). Rigorous arguments to this effect are given in Sec. VI

19



CHAPTER 1. INTRODUCTION AND BACKGROUND

of [10].

The argument just given applies to the case of a compactly supported func-

tion with asymptotics given by Eq. (1.38). For the case of a non-compactly

supported sampling function such as a Lorentzian, Eq. (1.16), a slightly dif-

ferent argument is needed to compute the asymptotic form of the dominant

contribution Mn, as is explained in detail in Ref. [10]. However, the anal-

ysis of high moments still leads to an asymptotic form for P (x) given by

Eq. (1.52) with c = 1/3. This is consistent with the α → 1 limit of the

relation c = α/3 derived for compactly supported functions, in which limit

the asymptotic form (1.38) agrees with that of the Lorentzian (1.16), with

γ = β = 1.

In general, we see that the decay parameter α in the asymptotic form of the

sampling function’s Fourier transform determines the rate of decay in P (x) for

large x, and hence the probability of large vacuum fluctuations. The smaller

α is, the more slowly the tail decreases and the greater the probability of large

fluctuations becomes. For compactly supported functions, the value of α is

related to the rate of switch-on and switch-off of fcs(t). [See Eqs. (51) and

(52) in Ref. [11].]

1.3 Physical effects

Since we are interesting in the study of large vacuum fluctuations of quan-

tum stress tensor operators, we will review in detail main results of Refs. [6]

and [8] about flight time variations in nonlinear dielectric materials and en-

hancement of barrier penetration of charged particles, respectively. Describing

these results will help us to emphasize the importance of the study of passive

fluctuations.

1.3.1 Flight time variations in nonlinear dielectrics

Here we briefly recall main results of Ref. [6]. Results on the vacuum

probability distribution of the Lorentzian time average of the normal-ordered

squared electric field operator of Ref. [10] can be used to analyze flight time

variations of probe pulses in a nonlinear dielectric material.

Let us consider a probe pulse traveling through a slab of optical material.

For our purposes it is enough to take the second and third order susceptibility
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tensors equal to zero and nonzero but small, respectively. Take the probe pulse

to be polarized in the z-direction and propagating in the x-direction. Assume

that the probe field is smaller in magnitude than the external field E0
i (x, t)

and the dispersion of the wavepacket is negligible. Then the flight time td of

a probe pulse traveling a distance d through the material in the x-direction is

given by

td =

∫ d

0

np
[
1 + µij E

0
j (x, npx)E0

j (x, npx)
]
dx , (1.56)

where

np =

√
1 + χ

(1)
zz , (1.57)

µij =
3 (γij + γji)

4
, (1.58)

γij =
χ

(3)
zzij + χ

(3)
zizj + χ

(3)
zijz

3n2
p

. (1.59)

Here χ
(1)
ij and χ

(3)
ijkl are the first and third order susceptibility tensors, re-

spectively, np is the refractive index of the medium measured by the probe

pulse (when only linear effects are considered), and the repeated indices are

summed upon as usual. Note that we take t = npx to evaluate the integrand in

Eq. (1.56), namely, we follow the worldline of a pulse traveling at speed 1/np.

Now we take E0 to be the quantized electric field. The flight time, Eq. (1.56),

becomes an operator where the quadratic term in the external field is taken to

be normal-ordered, namely, we replace E0
i (x, t)E

0
j (x, t) by :E0

i (x, t)E
0
j (x, t):.

Then the finite mean flight time in the vacuum state to leading order is just

〈td〉 = npd. From Eq. (1.56), we see that large vacuum fluctuations associated

with the normal-ordered square of the electric field strength could lead to sig-

nificant flight time variations. Following results from Ref. [10] explained in

Sec. 1.2.4, let E2 be the Lorentzian time average of the normal-ordered square

of the electric field operator at the path followed by the probe wavepacket.

Define the dimensionless variable x = (4πτ 2)2E2, where τ is the characteris-

tic width as usual. The probability P (x) of finding a given value of x in a

measurement in the vacuum state has a support bounded below by −x0 and

moments µn given by Eq. (1.19). For large vacuum fluctuations, x � 1, we

have time delays for the mean flight time. Using Eq. (1.33) and values from
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Table 1.1, the asymptotic form of the probability distribution is approximately

P (x) ∼ c0 x
−2 e−a x

1/3

, (1.60)

where c0 ≈ 0.955 and a ≈ 0.764. Note that P (x) decays much more slowly

than a Gaussian or an exponential function. Using Eq. (1.60), we can cal-

culate approximately the complementary cumulative probability distribution,

Eq. (1.50), when y � 1 to find

P>(y) =

∫ ∞
y

P (x)dx ≈ 3 c0

a y4/3
e−ay

1/3

. (1.61)

Using the value of the second moment of P (x), Eq. (1.17) with n = 2,

we have that the root mean square of x is xrms =
√
a2 =

√
6 (See Table

I in Ref. [10]). Now we may use Eq. 1.61 to calculate the probability of

finding results which largely exceeds the value of xrms. For example, there is

a probability of the order of 10−5 of finding a squared electric field fluctuation

100 times larger than the root mean square value (See Table I in Ref. [6]).

As the same probabilities apply for the flight time delay produced by vacuum

squared electric field fluctuations, there is a non-negligible probability that

the probe pulse undergoes a potentially measurable time delay due to these

fluctuations.

1.3.2 Barrier penetration of charged particles

Here we briefly recall the main results of Ref. [8]. Results on the vacuum

probability distributions for normal-ordered time-averaged quantum stress ten-

sor components using compactly supported functions of Ref. [11] can be used

to analyze large vacuum radiation pressure fluctuations.

Working in a four-dimensional Minkowski spacetime, let Rtz be the mo-

mentum flux of the electromagnetic stress tensor in the z-direction. From

Eq. (1.13), its time average with a real-valued sampling function f(t) is given

by

Rz =

∫ ∞
−∞

:Rtz(t, r):f(t)dt , (1.62)

where :Rtz: = Rtz and the sampling is taken at a fixed spatial location. The

asymptotic form of the Fourier transform of the sampling function f(t) when

|ωτ | � 1 is given by Eq. (1.38) with γ = β = 1.
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The nth moment of Rz is given by µn = 〈0|(Rz)n|0〉. When n � 1, the

asymptotic form of the moments is given by Eq. (1.49) with kn = 4/(6π2)n.

Let P (x) be the probability density for the distribution of the dimensionless

variable x = τ 4Rz in measurements of Rz in the vacuum state. Unlike the case

of the time average of :ϕ̇2: analyzed in Sec. 1.2.5, there is no lower bound on

the values of x and the distribution is even under the transformation x→ −x.

The probability distribution is normalized to unity and the tail distribution,

P>(x), is given by Eq. (1.50).

Figure 1.2: A charged particle can temporarily receive an extra energy com-
ing from quantum radiation pressure fluctuations allowing it to fly over the
potential barrier. ( Figure taken from Ref. [8].)

For large vacuum fluctuations, x � 1, the asymptotic forms of P (x) and

P>(x) are still given by Eq. (1.52). Constants c0, a, b, and c in those asymptotic

expressions are given by Eqs. (1.54, 1.55) by taking B0 = 4 and B = 1/(6π2).

The smaller the parameter decay, α, the greater the probability of large fluctu-

ations. Large vacuum radiation pressure fluctuations of the quantized electro-

magnetic field are well described by a tail of a probability distribution which

fall more slowly than a Gaussian function, as exponentials of fractional pow-

ers. For this reason large vacuum radiation pressure fluctuations should have

a noticeable role in several physics processes. Under some conditions, these

kind of fluctuations could temporarily give charged particles sufficient energy

to fly over a potential barrier classically with associated rates which can ex-

ceed those from quantum tunneling. For the case of non-relativistic charged

particles, the force associated with radiation pressure is proportional to the

Thompson cross section. As is shown by Figure 1.2, a charged particle can

temporarily receive an extra energy from quantum radiation pressure fluctu-

ations allowing it to fly over the potential barrier. If this barrier potential is
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wide enough, the vacuum radiation pressure effect can always dominate over

usual quantum tunneling. Indeed, for sufficiently large incident energies and

small values of the parameter decay, the barrier penetration rate caused by

vacuum radiation pressure fluctuations may be large enough to be observable.

Similar results are obtained for the case of polarizable particles.
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Chapter 2

Diagonalization of the quadratic

bosonic stress tensor

So far, we have studied the probability distribution for quantum stress

operators by analyzing the behavior of high moments of these operators. Now

we proceed to develop an independent test of the moment-based approach, in

which we diagonalize S and express the Minkowski vacuum vector in the basis

of its eigenstates. Note that the vacuum is not in general an eigenstate of the

time averaged quantum stress tensor operator, S. Using the expression for

the vacuum in terms of the new basis allows us to calculate the probability

distribution function of obtaining a specific result in a measurement of S. This

approach can yield information about the contribution of various modes and

occupation numbers to the probability distribution, in addition to providing a

uniquely defined probability distribution.
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CHAPTER 2. DIAGONALIZATION OF THE QUADRATIC BOSONIC
STRESS TENSOR

2.1 Bogoliubov diagonalization

We express a general quadratic operatorH as a mode sum involving bosonic

creation and annihilation operators for N modes as

H =
1

2

N∑
ij

(
a†iD1ijaj + a†iD2ija

†
j + aiD3ijaj + aiD4ija

†
j

)
, (2.1)

where [
ai, a

†
j

]
= δij11 and [ai, aj] =

[
a†i , a

†
j

]
= 0 , (2.2)

and 11 is the identity operator. Here the coefficients of Eq. (2.1) correspond

to elements of N -square matrices {Dr}4
r=1 which form the so-called dynamical

matrix

D =

 D1 D2

D3 D4

 . (2.3)

Here we follow an approach developed by Colpa [42] for the diagonalization

of D. This approach was previously applied to stress tensor operators by

Dawson [43], who was primarily concerned with quantum inequality bounds

on expectation values. The diagonalization of the quadratic operatorH implies

a homogeneous linear transformation (Bogoliubov transformation [44]) to go

from the original set of bosonic operators, (ai, a
†
i )
N
i=1, to a new one, (bi, b

†
i )
N
i=1,

in which H takes a diagonal form. For our purposes, we consider the case

D1 = D4 = F and D2 = D3 = G with F and G real and symmetric matrices.

Under these conditions, we may normal order the operator H in Eq. (2.1) to

obtain

:H: =
1

2

(
2a†Fa + aTGa + a†Ga†T

)
, (2.4)

with

with a ≡



a1

a2

...

aN


and a† ≡

(
a†1 a†2 · · · a†N

)
, (2.5)

and the superscript T denotes a transpose. Here we have combined the first

and last terms in Eq. (2.1) using the fact that F is real and symmetric. Note

that the operator S in Eq. (1.44) takes this form, in the case of infinite N ,
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where F = Ã and G = 2B̃. An important observation is that we may use the

canonical commutation relations (2.2) to write

:H: =
1

2

(
a† aT

)F G

G F


 a

a†T

− 1

2
Tr(F )11 . (2.6)

Now we apply a Bogoliubov transformation

a = Ab+Bb†T , with b ≡



b1

b2

...

bN


and b† ≡

(
b†1 b†2 · · · b†N

)
, (2.7)

where A and B are real N ×N matrices, and the new set of bosonic operators

satisfy the usual commutation relations [bi, b
†
j] = δij11 and [bi, bj] = [b†i , b

†
j] = 0.

Note that the commutation relations for the a and a† operators and the Bo-

goliubov transformation, Eq. (2.7), impose conditions upon A and B matrices

of the form

AAT −BBT = I and ABT −BAT = 0 , (2.8)

where I and 0 are the identity and null N × N matrices, respectively. A

consequence of these equations is that (A − B)(AT + BT ) = I, so A ± B is

invertible with inverse AT ∓ BT . Substituting Eq. (2.7) into Eq. (2.6), we

obtain

:H: =
1

2

(
b† bT

) AT BT

BT AT


 F G

G F


 A B

B A


 b

b†T

−1

2
Tr(F )11 .

(2.9)

Now we impose a diagonalization condition AT BT

BT AT


 F G

G F


 A B

B A

 =

 Λ 0

0 Λ

 , (2.10)
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in Eq. (2.9), where Λ = diag(λ1, . . . , λN). Using the canonical commutation

relations for the bi, we obtain

:H: =
N∑
i=1

λib
†
ibi + Cshift11 , (2.11)

where

Cshift =
1

2
Tr(Λ− F ). (2.12)

It is clear that :H: is diagonal in the orthonormal basis formed by vectors

|n〉b =

(
N∏
i=1

(b†i )
ni

√
ni!

)
|0〉b (2.13)

where n = (n1, . . . , nN) with each ni a nonnegative occupation number, so

that b†ibi|n〉b = ni|n〉b and |0〉b is annihilated by all the bi. The eigenvalues are

easily read off from

:H:|n〉b = (niλi + Cshift)|n〉b , (2.14)

where the i-index runs from 1 to N , and a sum on repeated indices is under-

stood. If λ1, . . . , λN are all positive, then the operator :H: is bounded from

below and Cshift is the lowest eigenvalue. This gives a quantum inequality

bound

〈ψ|:H:|ψ〉 ≥ Cshift (2.15)

for all physical normalized states ψ. Note that Cshift is both the lowest eigen-

value of the time-averaged stress tensor operator, and the lower bound on its

probability distribution, P (x), so that Cshift = −x0.

Let us return to the problem of achieving the diagonalization in practice.

Noting that Eq. (2.8) can be written in matrix notation as A −B

−B A


 AT BT

BT AT

 =

 I 0

0 I

 , (2.16)
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we use the diagonalization condition, Eq. (2.10), to obtain

 F G

G F


 A B

B A

 =

 A −B

−B A


 Λ 0

0 Λ

 (2.17)

=

 AΛ −BΛ

−BΛ AΛ

 , (2.18)

which is equivalent to a set of 2N -equations to be solved for A, B, and Λ,

given F and G:

(F +G)(A+B) = (A−B)Λ , (2.19)

(F −G)(A−B) = (A+B)Λ . (2.20)

A consequence of these equations and (A±B)−1 = (A∓B)T is that

(A+B)T (F +G)(A+B) = Λ = (A−B)T (F −G)(A−B) (2.21)

and as we are interested in the case where Λ is positive definite, it follows

that a solution is only possible if both F + G and F − G are also positive

definite. In this case, the equations can be solved as follows. First, because

F −G is positive, we may use the Cholesky decomposition [45] to find a real

and invertible matrix K such that K†K = F −G. The matrix K(F +G)K† is

real, symmetric and positive definite and therefore can be brought to diagonal

form U †K(F +G)K†U where all the diagonal entries are strictly positive and

U is a real orthogonal matrix. We then define

Λ =
√
U †K(F +G)K†U (2.22)

It may be verified (see App. A.1) that the solution to (2.19) and (2.20) is

29



CHAPTER 2. DIAGONALIZATION OF THE QUADRATIC BOSONIC
STRESS TENSOR

given by Λ together with

A =
1

2
(Φ + Ψ) and B =

1

2
(Φ−Ψ) , (2.23)

where

Φ = K†UΛ−1/2 and Ψ = (F +G)ΦΛ−1 . (2.24)

2.2 Probabilities for the single-mode case

Now that we have the real matrices, A and B, we want to express the

original vacuum state, |0〉a, as a linear combination of the eigenstates of S =

:H:, Eq. (2.4), which are linear combinations of the |ni〉b in the new b-basis.

First, we will develop the simplest case, a single mode, to obtain insight into

the general case. The single mode case shows some interesting features which

hold for the general case. In this case, A and B become 1× 1 matrices, or real

numbers. Express

|0〉a =
∞∑
n=0

Cn|n〉b, (2.25)

where Cn are coefficients to be determined. Apply the a-annihilation operator

from the left and use the Bogoliubov transformation for the single mode case,

Eq. (2.7), according to

0 = a|0〉a =
∞∑
n=0

Cn(Ab+Bb†)|n〉b , (2.26)

= C1A|0〉b +
∞∑
n=0

(
Cn+2A

√
n+ 2|n+ 1〉b + CnB

√
n+ 1|n+ 1〉b

)
.

(2.27)

Now apply (|0〉b)† from the left to obtain C1 = 0. Then, Eq. (2.27) becomes

∞∑
n=0

(
Cn+2A

√
n+ 2 + CnB

√
n+ 1

)
|n+ 1〉b = 0 . (2.28)
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As the |n〉b form an orthonormal basis, we deduce

Cn+2 = −A−1B

√
n+ 1

n+ 2
Cn . (2.29)

From this recursive expression and the fact that C1 = 0, we have that all Cn

coefficients with odd-n are zero. The a-vacuum is only connected with |2n〉b
eigenstates of S. Let us make explicit this feature of the system and relabel n

by 2n in Eq. (2.29) and define M≡ A−1B to obtain

C2n+2 = −M

√
2n+ 1

2(n+ 1)
C2n . (2.30)

It can be proved by induction that the general term in Eq. (2.30) has the form

(see App. A.2)

C2n =

(
−M

2

)n √(2n)!

n!
N for n = 0, 1, 2, 3, . . . , (2.31)

where N ≡ C0. We apply the normalization condition to obtain N as

a〈0|0〉a = 1 =
∞∑

n′,n=0

C∗2n′C2n b〈2n′|2n〉b =
|N |2√

1−M2
, with |M| < 1.

(2.32)

Then |N | = (1−M2)1/4. Here we have used Eq. (2.25) and the orthonormality

property of the a-vacuum. Substituting the expression for N into Eq. (2.31),

we have

C2n =

(
−M

2

)n √(2n)!

n!
(1−M2)1/4 , for n = 0, 1, 2, 3, . . . . (2.33)

As a result, the probability P2n of finding the original a-vacuum state in a

specific b-state, |2n〉b, and the corresponding eigenvalue of S , Eq. (2.11), are

given by

P2n = |b〈2n|0〉a|2 = |C2n|2 , (2.34)

S|2n〉b = (2nλ+ Cshift) |2n〉b , (2.35)
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where n = 0, 1, 2, 3 . . . . From these equations, we see that the lowest possible

outcome in a measurement of S is just Cshift = (λ−F )/2, the a-vacuum state

is only connected with 2n-particle sectors of the b-state, and the probability

of finding the a-vacuum state in a specific b-state is concentrated in the lower

particle number sectors. Indeed, the asymptotic expression for P2n decreases

rapidly with n according to

P2n ∼ |N |2
M2n

√
πn

, for large n and |M| < 1. (2.36)

These three features of the single mode case hold for the general case that we

now proceed to develop in the next section.

2.3 Probabilities for the general case

Express the a-vacuum state as a linear combination of ψn, where each ψn

belongs to the n-particle subspace for b-states, as follows

|0〉a =
∞∑
n=0

ψn . (2.37)

Apply the ai-annihilation operator from the left, use the Bogoliubov trans-

formation, Eq. (2.7), and define again M ≡ A−1B (now M is a matrix). In

detail,

b†k

[
bk +Mkjb

†
j

]
|0〉a = b†k(A

−1)ki(Aijbj +Bijb
†
j)|0〉a = (A−1)kib

†
kai|0〉a = 0 ,

(2.38)

where a sum on repeated indices is understood. So,

0 =
∞∑
n=0

[
b†kbk + b†kMkjb

†
j

]
ψn , (2.39)

= ψ1 +
∞∑
n=2

[
nψn + (b†Mb†T )ψn−2

]
, (2.40)

where we have used b†kbkψn = nψn in the last line. The expression inside the

bracket in Eq. (2.40) consists of n-particle terms with n ≥ 2, thus we can only

32



CHAPTER 2. DIAGONALIZATION OF THE QUADRATIC BOSONIC
STRESS TENSOR

have a solution with ψ1 = 0. That means that

ψn = − 1

n

(
b†Mb†T

)
ψn−2 for n ≥ 2 (2.41)

and ψ1 = ψ3 = · · · = ψ2n+1 = 0. We can rewrite Eq. (2.41) by relabeling n by

2n and expressing ψ2n in terms of ψ0 as

ψ2n =
(−1)n

2nn!

(
b†Mb†T

)n
ψ0 . (2.42)

Now, define ψ0 = N|0〉b to obtain

|0〉a =
∞∑
n=0

ψ2n = N
∞∑
n=0

(
−1

2

)n
1

n!

(
b†Mb†T

)n |0〉b , (2.43)

= N e−
1
2
b†Mb†T |0〉b , (2.44)

whereN is a normalization constant to be determined. Now, we diagonalizeM
such thatM = RTΞS with R a real and orthogonal matrix and Ξ = diag(µi).

Set ci = Rijbj and c†i = Rijb
†
j. They satisfy the bosonic commutation relations,

because

[ci, ck] = [Rijbj, Rklbl] = RijRkl[bj, bl] = 0 , (2.45)

[ci, c
†
k] = RijRkl[bj, b

†
l ] = (RRT )ik = δik . (2.46)

Here we have used the commutation relation of b-operators and the orthogo-

nality of R. Now note that we can rewrite the exponent in Eq. (2.44) using

b†Mb†T = b†i
(
RTΞR

)
ij
b†j = µlRliRljb

†
ib
†
j = µlc

†
l c
†
l , (2.47)

where a sum on repeated indices is understood. Then the a-vacuum expressed

in terms of the b-states, Eq. (2.44), becomes

|0〉a = N e−
1
2

∑
i µic

†
i c
†
i |0〉b . (2.48)
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The normalization constant N is calculated using the a-vacuum normal-

ization and the definition for c†i ’s. For a single mode we have

a〈0|0〉a = 1 = |N |2
∥∥∥∥∥
∞∑
n=0

−(µ/2)n

n!
(c†)2n|0〉b

∥∥∥∥∥
2

, (2.49)

= |N |2
∥∥∥∥∥
∞∑
n=0

(−µ/2)n

n!

√
(2n)!|2n〉b

∥∥∥∥∥
2

, (2.50)

= |N |2(1− µ2)−1/2 , with |µ| < 1 . (2.51)

Then |N | = (1 − µ2)1/4. As expected, we have recovered the result of the

previous subsection, Eq. (2.32), noting that for the single-mode case µ =M.

For the multimode situation, we have (see App. A.3)

|N | =
∏
i

(1− µ2
i )

1/4 . (2.52)

The probability P{ni} of finding the a-vacuum state in a specific b-state, | {nk}〉b,
which now depends upon N -modes, can be obtained from Taylor expanding

the exponential in Eq. (2.44) according to

P{nk} = |b〈{nk} |0〉a|2 =
∣∣∣b〈{nk} |N e− 1

2
b†Mb†T |0〉b

∣∣∣2 , (2.53)

=

∣∣∣∣∣b〈{nk} |N
(

1− 1

2

N∑
i,j=1

b†iMijb
†
j + . . .

)
|0〉b

∣∣∣∣∣
2

, (2.54)

=

∣∣∣∣∣b〈{nk} |N
(
|0〉b −

1√
2

N∑
i=1

Mii|2i〉b −
N∑
i<j

Mij|1i1j〉b + . . .

)∣∣∣∣∣
2

.

(2.55)

From this expression, we can determine, for example, the probability of find-

ing the system in the b-vacuum state, P{0}, or in some configuration in the

two-particle sector such as P{2i} or P{1i1j}. These probabilities and the corre-

sponding outcomes associated with a measurement of S = :H:, Eq. (2.11), are
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specifically given by

P{0} = |N |2 , and S|0〉b = Cshift|0〉b , (2.56)

P{2i} = (1/2)|N |2|Mii|2 , and S|2i〉b = (2λi + Cshift) |2i〉b , (2.57)

P{1i1j} = |N |2|Mij|2 , and S|1i1j〉b = (λi + λj + Cshift) |1i1j〉b .

(2.58)

Here i < j in Eq. (2.58) and i, j run from 1 to N for Eqs. (2.56 - 2.58). Now,

we can re-express the normalization constant, N , to obtain information about

the total probability for each particle sector. We take Eq. (2.52) and write the

product as a determinant of the M matrix as

|N |2 =
∏
i

(1− µ2
i )

1/2 =
√

det(1−M2) = e
1
2

Tr[log(1−M2)] , (2.59)

where we have used the formula det(W ) = exp{Tr[log(W )]} for a given matrix,

W (see App. A.4). Expressing the log-function as an infinite power series, and

Taylor expanding the exponential, we can recognize the contribution for each

particle sector as follows

1 = |N |2e−
1
2

Tr[log(1−M2)] = |N |2e
1
2

∑∞
n=1

Tr(M2n)
n , (2.60)

= |N |2 + |N |2
[

1

2
Tr(M2)

]
+ |N |2

[
1

4
Tr(M4) +

1

8
Tr2(M2)

]

+ |N |2
[

1

8
Tr(M2)Tr(M4) +

1

48
Tr3(M2) +

1

6
Tr(M6)

]
+O(M8) .

(2.61)

Then, the contributions to the total probability of the b-vacuum and the two-

particle sector, for instance, are |N |2 and (1/2)|N |2Tr(M2), respectively. Each

2n-particle sector contributes with terms having 2n-factors of M.
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Chapter 3

Massless scalar field in

Minkowski spacetime

3.1 Square of the time derivative of the field

We consider a minimally coupled massless scalar field, φ(t, r), in a four-

dimensional Minkowski spacetime in spherical coordinates (t, r, θ, ϕ), with the

origin of the spherical polar coordinates placed at the fixed spatial point at

which :φ̇2: will be evaluated. We choose this particular operator to facilitate

comparison of our results with those of Ref. [11], which focused on this operator

for simplicity. The equation of motion is given by the usual wave equation

�φ(t, r) = 0 . (3.1)

Solutions of this equation take the form [37]

uωlm =
gωl(r)√

2ω
Ylm(θ, ϕ)e−iωt , (3.2)

where

gωl(r) = ω

√
2

R
jl(ωr) , (3.3)
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and

1 =

∫ R

0

r2g2
ωl(r)dr . (3.4)

Here jl(ωr) and Ylm(θ, ϕ) are the spherical Bessel functions and the usual

spherical harmonics, respectively. The normalization, Eq. (3.4), is carried out

in a sphere of radius R. We set vanishing boundary conditions on the surface

of the sphere by requiring

φ(r)|r=R = 0 , (3.5)

which implies

ω =
znl
R
, n = 1, 2, . . . . (3.6)

Here znl is the nth zero of the spherical Bessel function, jl.

We expand the quantized field in terms of creation and annihilation oper-

ators, aωlm and a†ωlm, as

φ(t, r) =
∞∑
l=0

l∑
m=−l

∑
ω

(
aωlmuωlm + a†ωlmu

∗
ωlm

)
, (3.7)

where a sum on ω is abbreviated notation for the sum on n = 1, 2, . . . with ω

taking the values (3.6) for the angular momentum sector l in question.

We want to calculate the time average of the normal-ordered quadratic

operator :φ̇2: at fixed spatial point r = 0 with sampling function f(t), as in

Eq. (1.13). Since all l 6= 0 spherical Bessel functions vanish at r = 0, we only

have to consider the case l = m = 0. Then, using j0(ωr) = [sin(ωr)]/(ωr) and

Y00 = 1/
√

4π in Eq. (3.2), we have

uω00(t, r) =
sin(ωr)

r

e−iωt√
4πωR

, (3.8)

which, in the limit when r → 0, becomes

uω00(t, 0) =

√
ω

4πR
e−iωt . (3.9)

Note that from the boundary conditions on the sphere, Eq.( 3.6), we have that

zn0 = nπ, so

ω =
nπ

R
, n = 1, 2, . . . . (3.10)
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Making these simplifications in Eq. (3.7), taking the time derivative, and form-

ing the Wick square, we obtain

:φ̇2:(t,0) =
∑
ω

∑
ω′

(ωω′)3/2

4πR

(
a†ωaω′e

i(ω−ω′)t − aωaω′e−i(ω+ω′)t +H.c.
)
, (3.11)

where aω ≡ aω00, the sums run over the range given in Eq. (3.10), and H.c.

means hermitian conjugate. Convergence here should be understood in a dis-

tributional sense, so that when we now let S = φ̇2 in Eq. (1.13), we find

S =
∑
ω

∑
ω′

(ωω′)3/2

4πR

[
a†ωaω′ f̂(ω′ − ω)− aωaω′ f̂(ω + ω′) +H.c.

]
, (3.12)

where f̂ is the Fourier transform of the sampling function f(t).

We consider two different classes of sampling functions: the Lorentzian

function, fL(t), whose Fourier transform is given by Eq. (1.16) (α = 1) and

compactly supported functions, fcs(t), whose Fourier transform has an asymp-

totic form when ωτ � 1 given by Eq. (1.38) (α ∈ (0, 1) ). For this last case,

we use a set of smooth, even, and nonnegative functions fcs(t) : R → [0,∞)

with compact support in [−2δ, 2δ] and with Fourier transform given by (see

Secs. IIA and IIB of Ref. [11])

f̂cs(ω) =
Ĥ2 (ω) + 1

2

[
Ĥ2
(
ω + π

2δ

)
+ Ĥ2

(
ω − π

2δ

)]
Ĥ2(0) + Ĥ2

(
π
2δ

) . (3.13)

Here Ĥ(ω) is the Fourier transform of H(t) = ϕ(t+δ)ϕ(δ− t), with ϕ(t) being

the inverse Laplace transform of ϕ̃(p) = e−(pτ)α . The Fourier transform f̂cs(ω)

is analytic, even, nonnegative and is normalized to one, f̂cs(0) = 1. When

ωτ � 1, f̂cs(ω) has the asymptotic form given by Eq. (1.38) with

γ =
4ϕ2(2δ)

Ĥ2(0) + Ĥ2( π
2δ

)
, (3.14)

β = 2 cos
(πα

2

)
. (3.15)

Figure 3.1 plots the compactly supported function fcs(t) and its Fourier trans-

form f̂cs(ω) for the cases of α = 1/2, α = 0.6, and α = 0.7. The plots for the
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α = 1/2 case agree with those in Figs. 4 and 5 in Ref. [11], where the function

and its Fourier transform were called L(t) and L̂(ω), respectively. It should be

noted that τ is not the duration of the sampling period, which is 4δ, but rather

sets the decay rate of the high frequency components in the sampling function

and corresponds to a characteristic timescale of the switch-on and switch-off

parts of fcs(t). However it can serve as a proxy for the overall sampling time,

within a set of functions related to f by scaling. Using τ in this way also facil-

itates comparison with the Lorentzian function, for which the total sampling

duration is infinite.

We define dimensionless variables x1 = S(τ 2)2 and x2 = S(4πτ 2)2 for the

compactly supported functions and the Lorentzian function, respectively. (The

difference in the numerical factors is to facilitate comparison with the results

of Refs. [10] and [11], which used slightly different conventions.) Using the

expression for ω, Eq. (3.10), these variables become

x1 =
1

2

∞∑
r,s=1

τ 4
0

2π2
(rs)3/2

[
a†rasf̂cs(|r − s|τ0)− arasf̂cs((r + s)τ0) +H.c.

]
,

(3.16)

and

x2 =
1

2

∞∑
r,s=1

8τ 4
0 (rs)3/2

(
a†rase

−|r−s|τ0 − arase−(r+s)τ0 +H.c.
)
, (3.17)

where we have defined

τ0 ≡ πτ/R . (3.18)

Note that the expressions for x1 and x2 have the form of Eq. (2.4). Thus, the

matrices F and G for the case of a compactly supported function are

Frs =
τ 4

0

2π2
(rs)3/2f̂cs(|r − s|τ0) and Grs = − τ 4

0

2π2
(rs)3/2f̂cs((r + s)τ0) .

(3.19)

Similarly, those for the case of a Lorentzian sampling function are

Frs = 8τ 4
0 (rs)3/2e−|r−s|τ0 and Grs = −8τ 4

0 (rs)3/2e−(r+s)τ0 . (3.20)

The F and G matrices are all that we need to calculate, for a given number of

modes, the probability distribution and the cumulative probability distribution
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Figure 3.1: Plots for the compactly supported function fcs(t) (upper figure)
and its Fourier transform f̂cs(ω) (lower figure), for the cases of α = 0.5 (solid
line), α = 0.6 (dotted line), and α = 0.7 (dashed line). The values for δ used
for each of these cases are, respectively, 0.5, 0.9, and 1.0, and units in which
τ = 1 are used.
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associated with a measurement of x1 or x2.

3.2 Numerical results for the tail of P (x)

Here we explain the general features of the numerical calculation that we

carry out to calculate the probability, P (x), and cumulative probability distri-

bution function, P<(x) = 1− P>(x), for the two cases mentioned above. Here

x denotes either x1 or x2, defined in Eqs. (3.16) and (3.17). For a given num-

ber of modes, we calculate all possible outcomes in a measurement of x up to

and including the 6-particle sector, except for the following outcomes which

have been omitted:

λi + λj + λk + λl + λm + λn + Cshift , (3.21)

2λi + λj + λk + λl + λm + Cshift . (3.22)

Recall that the λi are the one-particle eigenvalues which appear in Eq. 2.11.

Here it is understood all indices are different in these expressions. These out-

comes were not included due to the large number of operations that they would

entail. For example, the outcome with six different eigenvalues, Eq. (3.21),

would involve about 109 operations for the case of 100 modes. All probabili-

ties and outcomes included in the calculation are listed explicitly in Appendix

B. We build the cumulative distribution P<(x) by adding the probabilities

of outcomes, P{ni}, from Eq. (2.55), which are sorted from the lowest to the

largest value of x.

The number of modes and the value for τ0 are crucial in determining the

quality of the P<(x)-curve. Recall that we have standing waves, Eq. (3.2),

inside a sphere of radius R, which is related to τ and τ0 by Eq. (3.18), and that

the sampling timescale τ is defined for the Lorentzian function in Eq. (1.16),

and for the compactly supported functions in Eqs. (1.38), (3.13), (3.14) and

(3.15). For a fixed characteristic timescale, τ , the radius of the sphere is

inversely proportional to the dimensionless variable τ0. For a given number of

modes, if the size of the sphere is too large, there will not be enough data in

the tail (x� 1) of the P<(x)-curve to perform a reliable fit. By contrast, if the

size of the sphere is too small, the P<(x)-curve will not be smooth, showing

a step-like behavior. For the compactly supported functions, we also have to
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determine values for δ, which defines the support of the sampling function

fcs(t), i.e., the duration of the sampling. We choose these values to be slightly

larger than the first maximum of the corresponding ϕ(t). The larger the decay

parameter, the larger this maximum and the chosen value for δ. Results are

given in Table 3.1, working in units where τ = 1. Then the sphere radius

R = τ0/π gives values 1.14, 0.64 and 0.64 for α = 0.5, 0.6, 0.7, respectively,

for the values of τ0 considered. Note that for α = 0.5 we have R > 2δ, which

means that the total sampling time is less than the time taken for light to travel

to the boundary and back. Accordingly, the numerics ought to give a good

approximation to sampling in Minkowski space; this is an instance of local

covariance, which has a number of applications to quantum inequalities [46].

By contrast, in the other two remaining cases we have R < 2δ, so the sampling

process can be sensitive to the presence of the bounding sphere. The slighlty

increased values of δ used for α = 0.6, 0.7 provides us the best numerical

stability.

We build P<(x)-curves for compactly supported functions whose Fourier

transform is given by Eq. (3.13) with three different values of the decay param-

eter, α = (0.5, 0.6, 0.7), and the Lorentzian function. Table 3.1 summarizes the

main characteristic of these curves which are shown by Figs. 3.2 and 3.3 for the

range 450 . x . 10000. All curves are smooth, show the presence of large vac-

uum fluctuations (x� 1), and have sufficient amount of data to carry out the

subsequent fit procedure. Recall that the original a-vacuum state is expressed

in terms of a linear combination of b-states which are eigenstates of x. As

expected, the most likely b-state is the b-vacuum state and the P<(x)-curves

are bounded below by the value Cshift = −x0 < 0. The loss of probability

for each case is given by [1− P<(xmax)], where xmax is the maximum value

obtained in a measurement of x for a given number of modes and size of the

sphere. All analyzed cases show a small loss of probability of the order of 10−5

or less. This small loss of probability indicates that the outcomes which have

been included provide a reasonable approximation for P<(x).

Our calculated values of the lower bound Cshift can be compared with re-

sults from other approaches. In the case of the Lorentzian function, our cal-

culated value Cshift = −0.0593338, is of the order of the predicted value from

the analysis using high moments, x0 = −0.0236 in Eq. (1.32) and well within

the (non-optimal) theoretical bound Cshift ≥ −27/128 = −0.211 given by the
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Table 3.1: Numerical results for the parameters of the P<(x)-
curves illustrated in Figs. 3.2 and 3.3, for the case of com-
pactly supported functions with different values of α and for the
Lorentzian function. Units in which τ = 1 have been adopted.
Here values of P<(x) for different particle sectors are calculated
adding all probabilities for all possible outcomes for the given sec-
tor as is indicated in Table A.1. Since xmax is the maximum value
obtained in a measurement of x for a given number of modes and
size of the sphere, the expression [1− P<(xmax)] gives us the loss
of probability.

P<(x1) α = 0.5 P<(x1) α = 0.6

Modes 120 120
Points O(109) O(109)
δ 0.5 0.9
γ 2.9324 1.0433
β 1.4142 1.1756

f (0) 1.4990 0.8616
τ0 3.5725 2.0
xmax O(108) O(107)
Cshift −7.81613 · 10−2 −1.48420 · 10−2

Vacuum 9.88503 · 10−1 9.72841 · 10−1

2ndsector 1.13068 · 10−2 2.61008 · 10−2

4ndsector 1.86704 · 10−4 1.01218 · 10−3

6ndsector 3.44828 · 10−6 4.38949 · 10−5

[1 − P<(xmax)] 6.83316 · 10−8 2.09890 · 10−6

P<(x1) α = 0.7 P<(x2) Lorentzian

Modes 120 140
Points O(109) O(109)
δ 1.0 −
γ 0.5235 1
β 0.9080 1

f (0) 0.8274 0.6366
τ0 2.0 0.2
xmax O(107) O(106)
Cshift −1.37113 · 10−2 −5.93338 · 10−2

Vacuum 9.71898 · 10−1 9.70277 · 10−1

2ndsector 2.69537 · 10−2 2.87007 · 10−2

4ndsector 1.09604 · 10−3 9.48946 · 10−4

6ndsector 4.97286 · 10−5 2.97518 · 10−5

[1 − P<(xmax)] 2.49384 · 10−6 4.37397 · 10−5
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Figure 3.2: P<(x)-curves for the case of compactly supported functions with
decay parameters of α = 0.5 (upper figure) and α = 0.6 (lower figure) for the
range 450 . x . 10000. Additional information is shown in detail in Table 3.1.
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Figure 3.3: P<(x)-curves for the case of compactly supported functions with
decay parameter of α = 0.7 (upper figure) and the Lorentzian function (lower
figure) for the range 450 . x . 10000. Additional information is shown in
detail in Table 3.1.
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method of [38]. For a general compactly supported test function f , the theo-

retical bound is

Cshift ≥ −
τ 4

16π2

∫ ∞
−∞
{[f(t)1/2]′′}2

dt (3.23)

which can be obtained by setting p =
√
ω in Eq. (3.11) of [38]. For the case

α = 0.5, the integral on the right-hand side of Eq. (3.23) can be evaluated

numerically and yields the bound Cshift ≥ −0.3592. Our calculated value

Cshift = −0.0781613 is therefore consistent with the theoretical bound and

indicates that the latter bound is weaker than the sharpest possible bound by

a factor of approximately 4.6. This result is broadly in line with Dawson’s

computations [43], where a ratio of about 3 was found. Note that Dawson

used a toroidal spatial geometry rather than a ball and a squared Lorentzian

sampling function of infinite duration, so one would not expect an exact match

with our results.

Since we want to test the predicted behavior of the cumulative probability

distribution for large fluctuations in vacuum, we focus on the tail of each

P<(x)-curve and propose a trial function inspired by Eq. (1.52). Specifically,

P<(x; θ̂) = p1 −
c0a
−(1+b)/c

c
Γ

(
1 + b

c
, axc

)
. (3.24)

Here θ̂ = (p1, a, b, c, c0) are the five free parameters to be determined through

the usual process of best-fitting. We fit the numerical data to this trial func-

tion. Producing a P<(x)-curve implies propagating errors from the successive

sum of the P{ni}, defined in Eq. (2.55), but errors coming from the diagonal-

ization procedure are mostly dominated by the error in |N |2, from the vacuum

sector. Constructing the tail of each P<(x)-curve entails dealing with 106 data

points. To make the fitting-procedure possible in a reasonable time, we bin

the data as follows. Let N be the total number of data points. We split

this set in several subsets Ni, where N =
∑j

i=1Ni and j is the total num-

ber of subsets. Consider one subset of values of x and the associated values

of P<(x), Ni = {(x1, P<(x1)), (x2, P<(x2)), . . . , (xNi , P<(xNi))}. Next replace

it by the averaged values N i = (x̄i, P<(x̄i)), where x̄i =
∑Ni

k=1 xk/Ni and

P<(x̄i) =
∑Ni

k=1 P<(xk)/Ni. The size of the subset is taken to depend on the

steepness of the P<(x)-curve. The steeper this curve, the smaller is Ni. This

procedure ensures that the best fit to the set of averaged values represents a

good fit of the original curve. The 106 data points are typically divided into

about 103 bins. The values of Ni, the number of points per bin, range from
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about 102 at the smaller values of x to about 104 at the larger values.

The fitting procedure is based on the least-squares method to find the

specific set of values of parameters which minimize the error variance. We

name this specific set as θ∗ = (p∗1, a
∗, b∗, c∗, c∗0). The estimation of the error

variance, s2, is given by

s2 =
1

(j − 5)

j∑
i=1

[
P<(x̄i)− P<(x̄i; θ̂)

]2

(N/Ni)
, (3.25)

where (j − 5) is the number of degrees of freedom,P<(x̄i) is the ith value of

the averaged P<(x̄)-curve, P<(x̄i; θ̂) is the ith value of the fitting-curve. Note

that we are weighting each ith value of the square of the residuals, [ P<(x̄)−
P<(x̄i; θ̂) ]2, by the ratio (N/Ni). This gives a greater weight to the larger

subsets. We have also assumed that the error in the values associated with

the j different subsets is the same. This allows us to directly sum the squares

of the residuals over the various subsets. If the errors of the different subsets

are different, then weight factors for each subset would be needed.

Table 3.2 summarizes the statistical information obtained by the best-

fitting procedure for each case which includes the estimate value for parameters

and their respective standard errors (only from statistical sources). Figure 3.4

shows the P<(x̄)-curves with their respective best fits to the trial function,

Eq. (3.24). In the case of the Lorentzian function, the P<(x̄)-curve and its

respective fit are indistinguishable on the scale shown. Figure 3.4 shows that

the diagonalization procedure is able to reproduce smooth tails for all the cases

considered, which are well fitted by the trial function given by an incomplete

gamma function, Eq. (3.24). The variance of the fits are small in comparison to

the variation of the P<(x̄)-curves. For example, for the case of the compactly

supported function with α = 0.7, we have s2 ∼ O(10−22) but the change of

the P<(x̄)-curve over the range plotted in Fig. 3.4 is the order of 10−9.

All values of parameters obtained through the best-fitting procedure agree

reasonably well with the predicted ones from the high moments approach (see

Table 3.2 for the case of the Lorentzian function and Eqs. (1.54) and (1.55)

for the case of compactly supported functions), except for those for the c0

parameter. The deviations of the fitted values for this parameter from to the

predicted values, which are of O(1) or less, are probably caused by the use

a finite number of modes and finite size of the sphere. The most important

parameter to be evaluated is c, due to it is related to the rate of decrease of the

probability distribution for large fluctuations, Eq. (1.1). Recall that c = α/3,

47



CHAPTER 3. MASSLESS SCALAR FIELD IN MINKOWSKI
SPACETIME

Table 3.2: Parameters obtained from the best fit of Eq. (3.24) for compactly
supported functions with different values of α, and for the Lorentzian function.

α = 0.5 (s2 ∼ 10−18)

Estimate Standard Error Theoretical [11]
p∗1 1 9.86890 · 10−10 1
a∗ 3.21574 0.26916 3.19965
b∗ −0.64913 6.74595 · 10−2 −1
c∗ 0.17368 6.21754 · 10−3 0.16667
c∗0 1.24953 · 10−2 6.17359 · 10−3 4.84678 · 10−2

α = 0.6 (s2 ∼ 10−21)

Estimate Standard Error Theoretical [11]
p∗1 1 3.82057 · 10−12 1
a∗ 2.86707 3.09190 · 10−3 3.04545
b∗ −1.29164 1.94800 · 10−3 −1.13333
c∗ 0.198625 1.74722 · 10−4 0.2
c∗0 5.52294 · 10−2 8.36918 · 10−4 1.57857 · 10−2

α = 0.7 (s2 ∼ 10−22)

Estimate Standard Error Theoretical [11]
p∗1 1 6.87424 · 10−13 1
a∗ 2.74969 1.18528 · 10−3 2.47920
b∗ −1.17210 5.71700 · 10−4 −1.26667
c∗ 0.228107 1.15423 · 10−4 0.23333
c∗0 3.05954 · 10−2 3.22838 · 10−4 5.44308 · 10−3

Lorentzian (s2 ∼ 10−17)

Estimate Standard Error Theoretical [10]
p∗1 0.99996 5.44678 · 10−11 1
a∗ 1.04998 1.19509 · 10−2 0.667749
b∗ −1.14578 9.33892 · 10−3 −2
c∗ 0.315336 1.07643 · 10−3 0.333333
c∗0 2.08459 · 10−2 8.84006 · 10−4 0.477696
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Figure 3.4: Best fitting using Eq. (3.24) to reproduce the P<(x̄)-curve for the
cases of compactly supported functions with different decay parameters (range
of 1000 . x . 10000) and for the Lorentzian function (range of 400 . x .
5000). In each case, the dots and the line correspond to the P<(x̄)-curve and
its fit, respectively. For the case of the Lorentzian function, dots and line are
indistinguishable on the scale shown.
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where α ∈ (0, 1) is the decay parameter for the family of compactly sup-

ported functions with Fourier transform given by Eq. (3.13). For the case of a

Lorentzian function we have c = 1/3. The values of the c parameter obtained

for each case agree very well with the predicted ones, with a percentage error

less than 6%. For instance, for the case of a compactly supported function

with α = 0.6, the percentage error is about 0.69%. In complete agreement

with previous results based on the high moments analysis (see Secs. 1.2.4 and

1.2.5), our results confirm the fact that averaging over a finite time interval

compactly supported functions results in a probability distribution which falls

more slowly than for the case of the Lorentzian function, and both fall more

slowly than exponentially.
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Chapter 4

Summary and Discussion

Large vacuum fluctuations of quantum stress tensor operators can have a

variety of physical effects such as production of gravity waves in inflationary

models [4], fluctuations of the light propagation speed in nonlinear materi-

als [5, 6], and enhancing barrier penetration of charged or polarizable parti-

cles [7, 8]. These quantum fluctuations can be studied through the analysis

of the probability distribution for the time or spacetime averaged operator in

Minkowski spacetime. The asymptotic behavior of the probability distribu-

tion can be inferred by studying the moments of the normal ordered operator.

The study of several normal-ordered quadratic operators time averaged with

a Lorentzian function [10] or compactly supported functions [11] predict an

asymptotic form of the probability distribution for large vacuum fluctuations x

given by P (x) ∼ c0x
be−ax

c
, Eq. (1.1), where x is a dimensionless measure of the

quadratic operator. This form leads to an asymptotic form for the cumulative

probability distribution given by an incomplete gamma function, Eq. (1.52).

Here c0, a, b, and c are constants which depend on the sampling function used

to take the time average. The c-parameter is the most important one, and

defines the rate of decrease of the tail of the probability distribution. For the

family of compactly supported functions with asymptotic Fourier transforms

given by Eq. (1.38), where 0 < α < 1, we have c = α/3. For the case of a

Lorentzian function, Eq. (1.16), we have α = 1 and c = 1/3. The smaller α,

the smaller the rate of decrease of the tail and greater the probability of large

fluctuations. The value of α is related to the rate of switch-on and switch-off

of compactly supported functions.
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In the present thesis, we have developed a method which is independent

of the moments approach for the study of the probability distribution for

quantum vacuum fluctuations of a time averaged quantum stress tensor op-

erator, S, in Eq. (1.13). Since the vacuum state is not usually an eigenstate

of S, we diagonalize this operator through a change of basis. Expressing the

vacuum state in terms of the new basis in which S is diagonal, we are able

to calculate the probability distribution, P (x) and the cumulative probabil-

ity distribution function, P<(x) for obtaining a specific result in a measure-

ment of S. Specifically, we work with the time averaged quadratic operator

S =
∫∞
−∞:φ̇ 2(t, 0):f(t)dt, where φ is a massless minimally coupled scalar field

and f(t) is the sampling function . We use a dimensionless variable x ∝ Sτ 4,

where τ is a characteristic timescale of the sampling function. Numerical re-

sults for both Lorentzian and compactly supported functions show that the

probability distribution of vacuum quantum fluctuations is bounded below at

x = −x0 < 0, and that the tail of the cumulative probability distribution

varies as an incomplete gamma function in agreement with the previous stud-

ies shown in Secs. 1.2.4 and 1.2.5. We apply a best-fit procedure through

a least-squares method to the tail of the P<(x)-curves in order to determine

values for parameters in Eq. (3.24). The results for p1, a, b, and c parame-

ters show good agreement with the predictions of the high moments approach.

(See Table 3.2.) The diagonalization procedure is able to reproduce with great

accuracy the rate of decrease of the tail of the cumulative probability distribu-

tion. We reproduce the relation c = α/3 for α = (0.5, 0.6, 0.7, 1), where α = 1

corresponds to the case of the Lorentzian function, with percentage errors less

than 6% compared to the theoretical values predicted by the high moments

approach (see Table 3.2 for the case of the Lorentzian function and Eqs. 1.54

and 1.55 for the case of compactly supported functions). Our results confirm

that averaging over a finite time interval, with compactly supported functions,

results in a probability distribution which falls more slowly than for the case

of Lorentzian averaging, and both fall more slowly than exponentially.

Recall that we have quantized the scalar field in a sphere with finite radius

R, so the probability distribution which we calculate could differ from that of

empty Minkowski spacetime. As was noted in Sect. 3.2, there should be no

difference for the α = 1/2 case, as the duration of the sampling is less than the

light travel time to the boundary and back. In the other cases, there could in

principle be an effect of the boundary. However, this is likely only to alter the

lower frequency modes, which are not expected to give a large contribution to

the tail of the distribution.
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The diagonalization method is free of the ambiguity potentially present in

the high moments approach, and leads to a unique result for the probability

distribution. It also has the potential to determine the entire distribution, in-

cluding its lower bound, which is also the optimum quantum inequality bound

on expectation values of the averaged operators. In addition, it can provide

information about the particle content of the eigenstates of the averaged stress

tensor which are associated with the large fluctuations.

Future directions based on this thesis include the following possible re-

search lines: (1) to analyze the effect of considering a spatial (or spatial and

temporal) average of stress tensor operators, (2) to study different fields in a

free or interacting theory, such as a Dirac field including a Yukawa interaction

or a scalar field including a four point interaction, (3) to explore effects of large

stress fluctuations on curved spacetime such as a Schwarzschild background

in the framework of black hole physics, and (4) to apply the theoretical frame

developed in this thesis to other areas of interest such as condensed matter

systems.

Including a spatial average of stress tensor operators or quadratic opera-

tors needs to be explored. For example, taking a spatial average of the time

average of the normal-ordered quadratic operator :φ̇2: analyzed in Chap. 3 re-

quires considering a more general solution for the modes uwlm, Eq. (3.7), with

nonzero values of l and m. The vanishing boundary conditions on the sphere

surface lead to Eq. (3.6), ω = (znl/R), where znl is the nth zero of the spheri-

cal Bessel function and R is the sphere radius. Note that the simple relation

ω = (nπ/R) for n = 1, 2, 3, ... is no longer valid for solutions with nonzero an-

gular momentum. If we consider a spatial sampling function which only radial

dependence, the expression for S, Eq. (3.12), would include a radial integration

of the product between the spatial sampling function and two spherical Bessel

functions.

Exploring large stress fluctuations considering a massive scalar field plus

a four point interaction, could potentially have interesting implications. That

is because this case is related to axion dark matter in the small field ap-

proximation. Recently there has been much interest in studying the spatial

distribution of light scalar dark matter throughout the universe. If the local

gravitational interactions between the scalar modes are rapid enough, the field

can re-organize into a Bose-Einstein condensate (BEC) of short range order; a

type of localized clump, as was explained in Ref. [47]. A detailed exploration of

these axion clumps was perfomed in Refs. [48], [49], and [50], a series of papers

written by me during my graduate studies in collaboration with Prof. Mark
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P. Hertzberg. We studied in Ref. [48] spherically symmetric configurations

(BEC ground states) of the axion-gravity-self-interacting system and found

two branches of solutions which exist primarily in the non-relativistic regime.

One branch is stable and the other is unstable: clumps which are spatially

large are stable, while clumps which are spatially small are unstable and may

collapse. In both cases, there is a maximum number of particles which can be

in a clump. The stable branch is mainly ruled by gravity and could comprise

a significant component of dark matter in the galaxy. We extended this work

in Ref. [49] by considering higher angular momentum eigenstates that break

the spherical symmetry and generalized previous results from spherical con-

figurations. In particular, while there is still a maximum number of particles

(and hence a maximum mass), its value increases with angular momentum.

We considered in Ref. [50] the axion clump resonance of photons, since the

axion clump oscillates coherently. We found that for spherically symmetric

clumps the resonance is absent for conventional values of the QCD axion to

photon coupling, but it could happen for non-standard QCD axions or generic

scalar dark matter with repulsive interactions. We extended these results to

non-spherically symmetric clumps finding that even QCD axion clumps can

show resonant decay when the angular momentum is large enough. Including

quantum fluctuations in the analysis of axion clumps would give us a more

accurate picture about their stability and astrophysical properties.
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Some calculations

A.1 Bogoliubov transformation

Here we derive Eqs. (2.23) and (2.24), which are the solutions of the

Eqs. (2.19) and (2.20) in terms of the positive definite diagonal matrix Λ and

the real matrices A and B, for given real and symmetric matrices F and G.

The expression Λ =
√
UTK(F +G)KTU entails UΛ2U−1 = K(F +G)KT ,

where K† = KT and U−1 = UT . Then, with Φ = KTUΛ−1/2 and Ψ =

(F +G)ΦΛ−1, we have

(F +G)Φ = ΨΛ (A.1)

by definition and also KΨ = K(F +G)ΦΛ−1 = UΛ1/2. Then

(F −G)Ψ = KTKΨ = KTUΛ1/2 = ΦΛ . (A.2)

Using the definitions of A and B from Eq. (2.23), Equations (A.1) and (A.2)

lead to Eqs. (2.19) and (2.20), respectively, according to

(F +G)(A+B) = (F +G)Φ = ΨΛ = (A−B)Λ , (A.3)

(F −G)(A−B) = (F −G)Ψ = ΦΛ = (A+B)Λ . (A.4)
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Finally, using ΦΨT = KTUΛ−1/2(K−1UΛ1/2)T = I and hence ΨΦT = I, we

have

AAT −BBT =
1

2
(ΦΨT + ΨΦT ) = I , (A.5)

ABT −BAT =
1

2
(ΨΦT − ΦΨT ) =

1

2
(I − I) = 0 , (A.6)

where I and 0 correspond to the identity and null matrices, respectively. These

equations are the conditions that A and B have to satisfy in order to define a

Bogoliubov transformation, Eq. (2.8).

A.2 Inductive proof of the general term C2n

From Eq. (2.30), we consider the following recurrence equation and initial

condition:

C2n =


N if n = 0

−M
√

2n−1
2n

C2n−2 for n = 1, 2, 3, . . .

(A.7)

We will prove using induction that the general term is given by Eq. (2.31)

following the next three steps:

(i) The base case is trivial as we have defined C0 = N and the general term

for n = 0 gives us

C0 =

(
−M

2

)0
√

(2 · 0)!

0!
N = N . (A.8)

(ii) Assume that the general term is true for n− 1, C2(n−1).

(iii) We prove that the general term is true for n, C2n. From the recurrence,

we have

C2n = −M
√

2n− 1

2n
C2n−2 . (A.9)

Using the inductive hypothesis, replace C2n−2 into Eq. (A.9) and work out as
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follows

C2n = −M
√

2n− 1

2n

(
−M

2

)n−1
√

(2n− 2)!

(n− 1)!
N , (A.10)

=

(
−M

2

)n√
2n(2n− 1)(2n− 2)!

n2(n− 1)!(n− 1)!
N , (A.11)

=

(
−M

2

)n √(2n)!

n!
N . (A.12)

A.3 Normalization for the multimode case

Using Eqs. (2.48) and (2.51), we have for the multimode situation

a〈0|0〉a = 1 =
∥∥∥N e− 1

2

∑
i µic

†
i c
†
i |0〉b

∥∥∥2

, (A.13)

= |N |2
∥∥∥∥∥∏

i

e−
1
2
µic
†
i c
†
i |0〉b

∥∥∥∥∥
2

, (A.14)

= |N |2
∏
i

∥∥(1− µ2
i )
−1/2

∥∥2
, with |µi| < 1 , (A.15)

= |N |2
∏
i

(1− µ2
i )
−1/4 . (A.16)

Solving for N , we obtain the normalization constant for the multimode case,

Eq. (2.52).

A.4 Determinant and trace of a matrix

Here we prove the formula det(W ) = exp{Tr[log(W )]} for a given matrix

W . Let P be the orthogonal matrix which diagonalizes W so that Wo =

P−1WP is diagonal. Since det(Wo) = diag(wi), where wi are the eigenvalues
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of W , we have

log(Wo) = diag[log(wi)] , (A.17)

Tr[log(Wo)] =
∑
i

log(wi) , (A.18)

eTr[log(Wo)] = e
∑
i log(wi) =

∏
i

wi = det(Wo) = det(W ) . (A.19)

Here we have taken the trace of Eq. (A.17) to obtain Eq. (A.18) and used

det(P−1WP ) = det(P−1)det(W )det(P ) = det−1(P )det(W )det(P ) to obtain

the right most equality of Eq. (A.19). Now, expand in Taylor series the loga-

rithm function of W as

log(W ) = −
∞∑
n=1

(11−W )n

n
= −

∞∑
n=1

(11− PWoP
−1)n

n
, (A.20)

and apply the trace to the whole equation to obtain

Tr[log(W )] = −
∞∑
n=1

Tr [(11− PWoP
−1)n]

n
, (A.21)

= −
∞∑
n=1

∑n
k=0

(
n
k

)
Tr
[
(−PWoP

−1)k
]

n
, (A.22)

= −
∞∑
n=1

∑n
k=0

(
n
k

)
Tr
[
(P (−Wo)

kP−1)
]

n
, (A.23)

= −Tr

[
∞∑
n=1

(11−Wo)
n

n

]
= Tr[log(Wo)] . (A.24)

Here 11 is the identity operator. Note that we have used the binomial iden-

tity in Eq. (A.22) and the invariance of the trace under cyclic permutations

in Eq. (A.23). Replacing Eq. (A.21) into Eq. (A.19), we obtain the formula

which relates the determinant of a given matrix W to its trace as

det(W ) = exp{Tr[log(W )]} . (A.25)
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A.5 Probabilities and outcomes

We listed below probabilities of finding specific outcomes in a measurement

of a time averaged normal ordered quadratic operator. We have only consid-

ered up to the 6-particle sector taking out the outcomes given by Eqs. (3.21)

and (3.22). It is understood that the coefficients of the M matrix, which

appear in Table A.1, come from the diagonalization procedure explained in

Sec. 2.1.

Table A.1: Probabilities and outcomes of a time averaged normal ordered
quadratic operator.

Probability Outcome

|N |2 Cshift

|N |2|Mij|2 λi + λj + C
(a)

shift
1
2
|N |2|Mii|2 2λi + Cshift

3
8
|N |2|Mii|4 4λi + Cshift

|N |2|M2
ij + 1

2
MiiMjj|2 2λi + 2λj + C

(a)
shift

1
2
|N |2|MiiMjk + 2MijMik|2 2λi + λj + λk + C

(b)
shift

3
2
|N |2|Mii|2|Mij|2 3λi + λj + Cshift

|N |2|MilMjk +MikMjl +MijMkl|2 λi + λj + λk + λl + C
(c)

shift
5
16
|N |2|Mii|6 6λi + Cshift

15
8
|N |2|Mii|4|Mij|2 5λi + λj + Cshift

3
16
|N |2|4MiiM2

ij +M2
iiMjj|2 4λi + 2λj + Cshift

1
4
|N |2|2M3

ij + 3MiiMijMjj|2 3λi + 3λj + C
(a)

shift
1
8
|N |2|2M2

ikMjj + 8MijMikMjk+ 2λi + 2λj + 2λk + C
(d)

shift

2MiiM2
jk + 2M2

ijMkk +MiiMjjMkk|2
3
8
|N |2|M2

iiMjk + 4MiiMijMik|2 4λi + λj + λk + C
(b)

shift
1
4
|N |2|2MikMilMjj+ 2λi + 2λj + λk + λl + C

(e)
shift

4MijMilMjk + 4MijMikMjl+
2MiiMjkMjl + 2M2

ijMkl +MiiMjjMkl|2
3
4
|N |2|2M2

ijMik+ 3λi + 2λj + λk + Cshift

MiiMikMjj + 2MiiMijMjk|2
3
2
|N |2|2MijMikMil +MiiMilMjk+ 3λi + λj + λk + λl + C

(f)
shift

MiiMikMjl +MiiMijMkl|2

Here we have (a)(i < j) , (b)(j < k) , (c)(i < j < k < l) , (d)(i < j < k) , (e)(i < j)∩ (k < l) , (f)(j < k < l) ,
and the M matrix is defined in Sec. 2.3.
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