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Abstract 

 

 Photonics is the study of the propagation and interaction of light and 

matter.  This research aims to utilize the general field of photonics to optimize 

multiple stages of a thermophotovoltaic energy generator as well as create a 

dynamic polarization sensitive surface for use in photodetection technologies. To 

accomplish these sizable goals multiple types of photonic structures and devices 

have been studied and characterized including high-temperature metamaterial 

emitters, 2-dimensional photonic crystal filters, dynamic metamaterial 

polarization-filters, and interfacial miss-fit array photodiodes.  The goal of this 

research is to provide a series of cutting edge building blocks which could be 

integrated together in a variety of different applications.  The results of this work 

have potential applications ranging from photodetection, to photonic filtering, to 

renewable energy generation.  
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the edges in the direction of the blue arrows. The magnetic field vectors are 
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Figure 4.1.1.3: The electric and magnetic field vectors in time.  The variable n 

represents the current time; therefore n+1 represents a future time step and n-1 

represents a past time step. 
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Figure 4.3.4.2: Typical Schottky and ohmic contact characteristics.  Schottky 
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an external bias is applied, this barrier shrinks, allowing greater current flow as 

well as a non-linear response.  Ohmic contacts are designed to have very little 

barrier between the semiconductor and metallization, the result is high current 

flow and little electrical resistance.   

 

Figure 4.2.4.3: E-Beam thermal evaporator metallization recipes used.
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Figure 4.2.5.1: Reactive ion etching. Top Left: Reactive gases are introduced to 

the chamber and a plasma is created using these gases. The gases then react with 

the surface of the sample.  Top Right: The plasma imparts enough energy to the 

reacted chemicals to allow the reactive chemicals to bond to the substrate and 

then are released as gas molecules to be removed from the chamber. Bottom: the 

process is continued until the desired etch depth is reached. The resulting trench is 

very anisotropic due to an applied voltage between the substrate and plasma. 

 

Figure 4.2.5.2: Etch parameters used during device fabrication. 

 

Figure 4.3.1.1:  The process from which features are resolved using an SEM 

backscatter detector.  There are many more secondary electrons produced at 

surface features resulting in more electron flux on the detector.  Thus an image is 

produced. 
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Figure 4.3.1.2: Left: inlens detector used to image a GaSb aperture surrounded by 

Au. Right: SE2 detector used to image the same aperture.
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Figure 4.3.1.3: Diagram of an SEM with both inlens and SE2 detectors, stigmator 

and focusing controls, lenses, apertures, and controls software.
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Figure 4.3.2.1: Two types of FTIRs. Left: Jasco Microscope reflection FTIR 

using a cassegrain lens allowing for reflection measurements averaged at angles 

from 25 degrees to 45 degrees. 
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 Right: Thermoscientific FTIR allowing for 

normal incident transmission measurements and near normal reflection 

measurements (10 degrees).
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Figure 4.3.2.2: The Michelson interferometer of an FTIR.  The interference 

pattern formed due to the light source and moving mirror allows for wavelength 

resolution through frequency domain measurements. 

 

Figure 4.3.3.1: Solar simulator capable of optical intensities from 1-10 suns 

calibrated using a reference cell.  The I-V measurement is then obtained using the 

source meter.  

 



xiii 
 

Figure 4.3.3.2: The sample stage of the solar simulator where a PV or TPV diode 

can be connected to the source meter using micro-manipulators. 

 

Figure 4.3.4.1: Photoluminescence setup.  Light emitted from the HeNe laser is 

first chopped.  Then the incident intensity can be altered with a neutral density 

filter and focused onto the sample using a lens.  Any photoluminescence from the 

sample is collected by another lens and focused on the monochromator.  The 

monochromator allows only one wavelength through to the detector at any 

moment.  The signal is then recorded by the detector. 

 

Figure 4.3.5.1: Electroluminescence setup.  The sample is excited using a 

function generator. The resulting electroluminescence is collected by lenses and 

optically chopped.  A monochromator then scans through a set wavelength range 

with a photodetector collecting the electroluminescent signal. 

 

Figure 4.3.6.1: Depiction of a variable wavelength ellipsometer. White light is 

filtered with a monochromator to a specific wavelength.  The light is then linearly 

polarized and guided through a quarter wave plate resulting in circularly polarized 

light.  The circularly polarized light is incident on the sample which causes a 

polarization change dependent on the sampleôs properties.   

 

Figure 4.3.6.1: The J. A. Woollam Spectroscopic Ellipsometer. Shown is the 

sample holder, rotation stage, polarizer, quarter wave plate, analyzer, and 

photodetector.
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Figure 5.1.1: A list of potential materials for use in a high temperature TPV 

emitter.  The four most promising materials are highlighted in grey. 

 

Figure 5.1.2: MM emitter structure: circular Pt MM features, alumina dielectric 

spacer, and Pt back grounding plane. 

 

Figure 5.1.3: An Au MM absorber constructed to operate at a wavelength of 

1500 nm.  Absorption was tested at room temperature using an ellipsometer at 15 

degrees from normal incidence. Inset: MM design. 

 

Figure 5.1.4: Top: Au MM pattern before heating to 360 °C. Bottom:  MM 

pattern after heating to 360 °C. The dark shapes represent areas where the gold 

and silicon combine in an eutectic. 

 

Figure 5.1.5:  Left: Absorption measured before and after heating. The formation 

of the eutectic causes a complete loss of MM absorption even though the 

patterned elements are present. Right: Optical image of MM patterned samples 

with and without heating. 
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Figure 5.1.6: Simulated results of a Pt MM absorber. 

 

Figure 5.1.7: Surface current at three points in the Pt prefect absorber stack at 

resonance (8 um). Top Left: the top of the Pt rod. Top Right: the Pt rod/Al2O3 

interface. Bottom Middle: the Al2O3/Pt grounding plane interface. 

 

Figure 5.1.8: The E-field at three points in the Pt prefect absorber stack at 

resonance (8 um). Top Left: the top of the Pt rod. Top Right: the Pt rod/Al2O3 

interface. Bottom Middle: the Al2O3/Pt grounding plane interface. 

 

Figure 5.1.7: Pt nano-rods deposited on 20 nm of Al2O3 with a 100 nm Pt 

grounding plane.  

 

Figure 5.1.8: Reflection data taken from the Pt perfect absorber MM of figure 

5.1.4. 

 

Figure 5.1.9: Absorption measurments for three MM structures with varrying 

radus and spacer thicknesses.  Notice the read peak at 800 nm. 

 

Figure 5.1.10: Emissivity testing setup. The sample is heated using a temperature 

controller; the emission is then collected using collimating lenses and optically 

chopped.  The chopped signal is filtered with a monochromator and then collected 

with a photodetector.  

 

Figure 5.1.11: Emission at 500 °C.  This temperature is not high enough to 

exhibit strong optical emission in the visible, as such a very noisy signal is 

observed. 

 

Figure 5.1.12: MM response before and after heating.  A temperature of 500 °C 

caused an altered absorption pattern with and without a MM pattern as well as 

strong discoloration in the sample.    

 

Figure 5.1.13:  After heating the MM pattern is intact, however there appears to 

be significant damage to the thin Al2O3 layer. 

 

Figure 5.1.14: Absorption results from the Pt/Al2O2/Pt on sapphire MM structure.  

Blue Dash: Simulated absorption results. Blue Line: Absorption at 15 degrees 

from normal incidence before heating to 650 °C. Red Line: Absorption at 15 

degrees from normal incidence after heating to 650 °C.  

 

Figure 5.1.15: Pt/Al2O3/Pt on sapphire MM structure. Left: Before heating. Right: 

after repeated heating to 650 °C. 

 

Figure 5.1.16: Emissivity as a function of wavelength as well as absorption 

obtained using an ellipsometer after repeated heating. 
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Figure 5.2.1: Spectral content and pulse time of the Lumerical Simulation 

Source.  Top: pulse intensity as a function of time. Middle: Intensity of E-field as 

a function of wavelength content (notice black body curve and peak wavelength 

of 1.3 ɛm).  Bottom: Intensity of E-field as a function of frequency content.  

 

Figure 5.2.2: Representative structures tested in this section. Only Si3N4 as an 

ARC, a GaSb PhC, and GaSb/Si3N4 PhC were fabricated and tested. 

 

Figure 5.2.3: Predicted absorption increases using FDTD simulation software.  

Notice the lack of improvement with the addition of a back reflecting plane. 

 

Figure 5.2.4: Comparison of absorption with the addition of a back reflector.  The 

resulting interference pattern decreases absorption as shown in Figure 5.2.3. 

 

Figure 5.2.5: Fabricated PhC pattern shown under scanning electron microscopy.  

 

Figure 5.2.6: Absorption data of substrates with no ARC determined from 

ellipsometry at an angle of 23 degrees from the surface normal.  The y-axis 

represents relative absorption as feature sizes were much smaller the measured 

background spectrum causing errors in absolute magnitude.  

 

Figure 5.2.7: Absorption data of substrates with SiNx ARC determined from 

ellipsometry at an angle of 23 degrees from the surface normal.  The y-axis 

represents relative absorption as feature sizes were much smaller the measured 

background spectrum causing errors in absolute magnitude. 

 

Figure 5.2.7: Diode structure used with a metallic PhC structure. 

 

Figure 5.2.8: SEM image of PhC enhanced diode. Left: the edge of the aperture is 

shown and the PhC acts as a continuation of the ohmic contact.  Right: PhC 

pattern over the center of the photodiode.  

 

Figure 5.2.9: I-V curve of a GaSb photodiode with and without a PhC.  This data 

was taken from the same diode in order to maintain consistency with processing 

and I-V characteristics.  

 

Figure 5.2.10: The resulting performance metrics of the PhC enhanced GaSb 

TPV diode stage.  Of particular note is the Isc, max power, and conversion 

efficiency, which result from an increased number of photogenerated excitions.  

 

Figure 5.3.1: Two structures grown using molecular beam epitaxy.  Top: R9-81 is 

a GaSb junction grown on GaAs with a IMF layer.  Bottom: R9-86 is an identical 

junction grown on a GaSb substrate. 
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Figure 5.3.2: XRD data for the IMF layer. The measured lattice constant for the 

R9-81 was consistent with a GaSb on GaSb junction. 

 

Figure 5.3.3: photodiode fabrication process.  The sample is first etched to the 

bottom contact and then coated with Si3N4.  The Si3N4 is then etched leaving 

behind a layer of sidewall passivation. Finally the contacts are metalized to create 

a photosensitive structure. 

 

Figure 5.3.4: Insert: Image of a TLM pattern on the top contact layers. Bottom: 

Ohmic contact I-V curves for R9-81 top contacts using various circular TLM 

patterns. 

 

Figure 5.3.5: Standard photodiode mesa patterns. 

 

Figure 5.3.6: Left: comparison of the R9-86 photodiode and R9-81 photodiode.  

Right: relative I-V characteristics. 

 

Figure 5.3.6: Apertures ranging from 30 µm to 300 µm fabricated to test relative 

surface recombination rates.  

 

Figure 5.3.7: Top: Aperture I-V curves obtained for the GaSb on GaSb R9-86 

sample.  Bottom: I-V curves obtained for the GaSb on GaAs with IMF layer. 

 

Figure 5.3.8: Current densities obtained from the apperature diode set for the R9-

86 (Top) and R9-81 (Bottom) sample set. 

 

Figure 5.3.9: Spectral response from 800 nm to 2000 nm, the high noise is due to 

low optical transmission in the filtering grating of the monochromator. 

 

Figure 5.3.10: Optimized Structure to further test benefits of using an IMF layer. 

These designs consist of a three sample group. Sample 1 is shown above. Sample 

2 adds a IMF layer between layer 0 and 1. Sample 3 replaces layer 0 with a GaSb 

substrate. 

 

Figure 5.3.11: Optimized growth is simulated to perform with a higher efficiency 

as well as provide better crystal quality due to a lower doped n-type contact 

region. 

 

Figure 5.4.1.1: Metamaterial pattern, substrate, and semiconductor layer used to 

create a dynamic MM response. 

 

Figure 5.4.1.2: Simulated transmission characteristics of the MM polarization 

grid. Purple is the S-polarized transmission and green is the Y-polarized 

transmission. Highlighted in a black square is the resonance frequency of the MM 

for each polarization. 
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Figure 5.4.1.3: Magnetic field and surface current at the Au/GaAs interface. For 

each pair, top images are vector and bottom images are magnitude. Top Left: Off 

resonance (66 THz) X-polarized surface current direction and H-field magnitude. 

Top Right: Off resonance (66 THz)Y-polarized surface current direction and H-

field magnitude. Bottom Left: X-polarized surface current direction and H-field 

magnitude at resonance (60 THz). Bottom Right: Y-polarized surface current 

direction and H-field magnitude at resonance (57.5 THz). 

 

Figure 5.4.1.4: Electric Field at the Au/GaAs interface. For each pair, top images 

are vector and bottom images are magnitude. Top Left: Off resonance (66 THz) 

X-polarized surface current direction and H-field magnitude. Top Right: Off 

resonance (66 THz)Y-polarized surface current direction and H-field magnitude. 

Bottom Left: X-polarized surface current direction and H-field magnitude at 

resonance (60 THz). Bottom Right: Y-polarized surface current direction and H-

field magnitude at resonance (57.5 THz). 

 

Figure 5.4.1.6: Experimental transmission for X and Y-polarized light obtained 

using FTIR data. 

 

Figure 5.4.1.7: Static transmission Characteristics comparing simulation and 

experimental data at the resonance frequency (61 THz). 

 

Figure 5.4.1.8: Top Left: effective permeability and permittivity. Top Right: the 

effective index of refraction of the MM. Bottom Left: Real and imaginary 

permittivity values. Bottom Right: Real and imaginary permeability values.  

 

Figure 5.4.1.9: Top Left: effective permeability and permittivity. Top Right: the 

effective index of refraction of the MM. Bottom Left: Real and imaginary 

permittivity values. Bottom Right: Real and imaginary permeability values. 

 

Figure 5.4.1.10: Experimental demonstration of MM scalability. When the 

pattern size is in one direction, the corresponding polarization resonance peak is 

also altered. 

 

Figure 5.4.1.11: The MM response is removed as the thickness of the GaAs layer 

is increased. 

 

Figure 5.4.1.12: Doping dependence of MM response.  There is a blue-shift 

experienced with increased doping levels, as well as a decrease in transmission 

consistent with higher conductivity. 

 

Figure 5.4.2.1: Dynamic Simulation results obtained by altering the conductivity 

of the GaAs layer. Top: Y-polarization. Bottom: X-polarization. 

 

Figure 5.4.2.2: Simulated and ideal on/off and polarization ratios at 60 THz. 
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Figure 5.4.2.3: Ohmic contact measurements for four potential substrates with 

doping levels of <1x10
15 

cm
-3

, 5x10
16 

cm
-3

, 1x10
18 

cm
-3

, and intrinsic GaAs on 

sapphire. 

 

Figure 5.4.2.4: Schottky contacts fabricated on three substrates with doping 

levels of <1x10
15 

cm
-3

, 5x10
16 

cm
-3

, 1x10
18 

cm
-3

, and intrinsic GaAs on sapphire. 

 

Figure 5.4.2.5: Left: linear TLM patterns used to test ohmic contact recopies.  

Right: top square is the Schottky diode and bottom ñUò is the ohmic contact pad. 

This structure was used to test the Schottky response. 

 

Figure 5.4.2.6: MM pattern with Schottky contact and ohmic contact bad.  The 

structure was constructed in such a way as to reduce noise when transmission 

measurements were performed. 

 

Figure 5.4.2.7: Left: image of the arc-welded sample after testing. Right SEM 

image of the two contact pads and short formed due to the weld. 

 

Figure 5.4.2.8: The addition of Si3N4 to the MM pattern. Left: SEM image 

showing the Si3N4, metamaterial, and exposed GaAs.  Right: fully constructed 

MM pattern with Si3N4 layer, metamaterial, GaAs layer, and contact pads. 

 

Figure 5.4.2.9:  Current-Voltage characteristics for three highly doped n-type 

GaAs thin films grown on a sapphire substrate.  At an applied voltage of 20 V the 

max current obtained is 0.5 mA. 

 

Figure 5.4.2.10: Contact tests for thin film GaAs epitaxially grown on sapphire.  

At an applied voltage of 20 V, the maximum current generated is 0.8 mA and is 

generally consistent between all contact recipes attempted. 

 

Figure 5.4.2.11: SEM images of the MM surface after identical processing 

techniques. Left: Bulk GaAs commercially obtained wafer.  Middle: Undoped 

GaAs grown using MBE on sapphire.  Right:  Highly doped (1x10
18

 cm
-3

 doping) 

GaAs grown using MBE on sapphire.  Both Middle and Right surfaces should be 

smooth as shown in the Left image. 

 

Figure 5.4.2.12: Metamaterials mounted in the chip holder and wire-bonded to 

the outside contacts. 

 

Figure 5.3.2.13: Left: Fully mounted MM in the FTIR. Right: leads are attached 

to the ohmic and Schottky contact pads and an external bias is applied. 

 

Figure 5.4.2.14: Dynamic results obtained using very high resistance contacts to 

highly doped GaAs on Sapphire. 
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Figure 5.4.2.15: Dynamic results obtained using 5x10
16

 cm
-3 

doped DSP GaAs 

with a MM pattern.  The results demonstrate dynamic transmission characteristics 

(3% decreases in transmission) for materials not at resonance wavelengths. 

 

Figure 5.4.2.16: Simulated alteration in conductivity needed for the GaAs on 

sapphire metamaterial to achieve a 3% drop in conductivity at wavelengths 

demonstrating bulk properties and not MM resonant frequencies.  Using this data 

the expected change in conductivity with an applied bias is 3,000 S/m. 

 

 

Chapter 6 

 

Figure 6.1.1:  Design of the high temperature thermal emitter. Three designs were 

constructed and tested. Sample 1: Pt radius of 91 nm, Al2O3 of 20 nm. Sample 2: 

Pt radius of 72 nm, Al2O3 of 20 nm. Sample 3: Pt radius of 91 nm, Al2O3 of 10 

nm. 

 

Figure 6.1.2: Simulated Absorption.  Purple: Absorption of 72 nm radius Pt rods 

with 20 nm of Al2O3.  Red:  Absorption of 91 nm radius Pt rods with 20 nm of 

Al 2O3. Blue:  Absorption of 91 nm radius Pt rods with 10 nm of Al2O3. 

 

Figure 6.1.3: Left: the incident radiation creates a surface current in the 

metamaterial structure.  This current is isotropic as to effect all incident 

polarizations. Right: the electric field within the structure is also altered in the Z-

direction.  The effect of both characteristics is an altered permeability and 

permittivity.  

 

Figure 6.1.4: Fabricated devices. Left: 10 nm Al2O3 insulation layer. Middle: 20 

nm Al2O3 insulation layer. Right: 20 nm Al2O3 insulation layer (scale inset). 

 

Figure 6.1.5:  Left: 45 degree angle of 10nm thick Al2O3 sample. Right: top view 

of same sample. 

 

Figure 6.1.6: Experimental Absorption.  Black Check Box: simulated absorption 

peaks obtained for all MMs, of note is the relative intensity for each peak.  Black 

Box:  Experimental absorption for each structure.  The relative intensity as well as 

resonance wavelengths, matches that of the simulated results. 

 

Figure 6.1.7: Top: Emission testing results at 500 °C. It is unclear if noisy signal 

was completely due to low thermal energy density or of if heating damage 

reduced signal quality.  Bottom:  Absorption response before and after heating of 

MM to 500 °C.    

 

Figure 6.1.8: Left: SEM image after heat testing to 500 °C. Right: Same structure 

before heat testing. 
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Figure 6.1.9: Measured absorption before heat cycling and after 4 cycles to 

temperatures exceeding 600 °C, the simulated MM response is also shown. 

Figure 6.1.10: Left: Metamaterial structure before heating. Right: Same structure 

after repeated heating to 650 °C.  

 

Figure 6.1.11:  Deformation due to repeated heating, these defects are worth 

noting, however, they have been shown to have little effect on pattern emission or 

absorption. 

 

Figure 6.1.13: MM emissivity normalized with respect to the emission of Pt.  The 

emissivity was measured independently at a variety of temperatures.  Increasing 

the temperature was found to decrease the noise present; however, in all cases the 

resonance peak remained unchanged. 

 

Figure 6.1.14:  The expected emission of the MM at temperatures greater than 

1400 °C.  This data is based on the experimentally obtained emissivity from 

Figure 6.1.15. 

 

Figure 6.1.15: Top: High Temperature MM absorber centered at 1350 nm. 

Bottom: PhC with cut-off frequency of 1650nm based on the emissivity of Ref. 

[84].  The MM emitter follows the spectral response of a GaSb photodiode much 

more closely than the PhC emitter. Both structures are based on emissivity data at 

a temperature of 1700 °C. 

 

Figure 6.2.1: Simulated and experimental absorption.  Experimental absorption 

was taken at an angle of 23 degrees from the surface normal leading to decreased 

observable absorption at resonance (black circles).  Top: PhC with no ARC 

compared to GaSb with no ARC.  The characteristic responses of the PhC are 

shown as black squares.  Bottom: PhC with an ARC, GaSb with an ARC, and 

GaSb without an ARC.  The characteristic PhC responses are shown within the 

black squares.   

 

Figure 6.2.2: I-V curve characteristics.  Top: I-V curves obtained for the samples 

at a solar concentration of 10 suns. Bottom: the defining characteristics obtained 

from the I-V curves including short circuit current, open circuit voltage, fill 

factor, max power, and conversion efficiency.  

 

Figure 6.2.3: Left: Region of optical enhancement for a PhC is limited to a depth 

of approximately 1.5 µm.  Right: the structure of the photodiode used in the 

measurement. The absorber layer is located at a depth of 300 nm to 1.5 µm. The 

result is a 20% smaller absorption region compared to simulated results. 

 

Figure 6.2.4:  The metrics used to determine the quantitative effects of applying a 

metallic PhC as a front side filter enhancement to a TPV diode.  As a TPV diode 

without a SiN layer is not feasible, the leftist three metrics use this structure as a 
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baseline.  *Denotes compared to unaltered GaSb.  
#
Denotes compared to GaSb 

with SiNx 

 

Figure 6.2.5: Potential Future applications of metallic PhCs.  These devices can 

be used as a combination front contact and antireflective coating replacing 

traditional contacts (right mesa).  This figure shows a MIMs diode geometry 

which is a diode geometry which can be improved by employing a metallic PhC 

front side contact. 

 

Figure 6.3.1: Two structures grown using molecular beam epitaxy.  Top: R9-81 

is a GaSb junction grown on GaAs with a IMF layer.  Bottom: R9-86 is an 

identical junction grown on a GaSb substrate. 

 

Figure 6.3.2: Current-Voltage characteristics as well as diode characterization 

metrics discussed in Section 2.2.4.  The data shows a marked decrease in 

performance of an IMF p-n junction in comparison to a GaSb on GaSb junction. 

 

Figure 6.3.3:  I-V curves obtained for arrays of varying size aperture diodes.  The 

current obtained from each aperture should decrease proportionately to aperture 

surface area.  Top: GaSb on GaSb array of apertures. Bottom: IMF aperture array. 

 

Figure 6.3.3: Current density obtained from varying aperture diodes.  Ideally the 

current densities should be linear; however, variables such as surface 

recombination and ideal contact spacing may influence the current density.  Top: 

GaSb on GaSb samples.  Bottom:  IMF sample. 

 

Figure 6.3.4:  Spectral Response of both the GaSb on GaSb (R9-86) and IMF 

(R9-81) samples compared to the spectral response of a commercially available 

GaSb TPV diode.  Although the commercial cell shows better efficiency, the 

sharper cut-off frequency of the R9-86 and R9-81 samples allude to higher 

general crystal quality. 

 

Figure 6.4.5:  I-V characteristics of the GaSb on GaSb (R9-86) and IMF (R9-81) 

contact materials.  Neither top nor bottom demonstrated ideal ohmic behavior; 

however, the top contacts did show highly resistive ohmic results.  Bottom 

contacts for both the R9-81 and R9-81were shown to be Schottky contacts until 

an applied voltage of approximately 3 V.  These samples typically operate at 

voltage of less than 1 V making these common contact materials non-ideal for 

TPV applications. 

 

Figure 6.4.6: Optimized Structure to further test benefits of using an IMF layer. 

These designs consist of a three sample group. Sample 1 is shown above. Sample 

2 adds a IMF layer between layer 0 and 1. Sample 3 replaces layer 0 with a GaSb 

substrate. 
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Figure 6.4.7: The proposed IMF layer produces a lower Isc, however, the device 

was designed to operate using a bottom contact layer of decreased doping 

concentration.  This is hoped to reduce potential defects related to highly doped 

material growths allowing IMF analysis based on lattice mismatched strain with 

reduced effects due to other mechanisms. 

 

Figure 6.4.2.1: Left: structure created in order to produce the unique MM 

response seen on the Right.  This structure combines properties of Fishnet, SRR, 

and SWP type metamaterials.  Right: the expected response of the MM polarizer 

grid shown on the Left.  This structure uses two polarization sensitive MM 

resonance peaks. 

 

Figure 6.4.1.2: Surface current and H-field vector. Top Left: X-polarized 

radiation not at resonance.  There is a surface current across the splitgap causing 

the MM to act as a traditional polarization bar. The result is decreased 

transmission.  Top Right: Y-polarized radiation not at resonance. There is little 

surface current interaction between the Y-splitgap. The result is an unaffected 

transmission.  Bottom Left: X-polarization at resonance.  The interaction across 

the X-splitgap is removed, the result is a transmission pass-band.  Bottom Right: 

Y-Polarization at resonance. Surface current begins to flow across the Y-splitgap 

resulting in a decreased transmission. 

 

Figure 6.4.1.3: E-field vector and magnitude. Top Left: X-polarized light not at 

resonance.  There is a stronger Z- direction E-field within the metallic elements 

creating the surface current. Top Right: Y-polarization in the E-field is directed in 

the Y-plane therefore orthogonal to the incident radiation.  Bottom Left:  X-

polarized light at resonance. The E-field is now directed in the X-plane and 

therefore orthogonal to the incident radiation. Bottom Right: The E-field begins to 

interact in the Z-plane and not Y-plane resulting in a transmission dip due to loss 

of orthoginality.  

 

Figure 6.4.1.4: Experimental and simulation data for both optical polarizations. 

Dashed lines are simulation results and solid curves were obtained 

experimentally.  Blue results are Y-polarized light and Red lines are X-polarized 

cases. 

 

Figure 6.4.1.5: Independent manipulation of X and Y feature parameters allows 

for independent shifts in X and Y resonance peaks.  Left: SEM images of two 

unoptimized structures. Right: Corresponding polarization sensitive transmission 

for each structure. 

 

Figure 6.4.1.6: Left: Effective index for X-polarized light. There is a large dip in 

magnitude at resonance to the same value as GaAs.  Right: Effective index for Y-

polarized light. There is a slight increase at resonance, however, not a large 

enough value to explain the decreased transmission.  
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Figure 6.4.1.7:  Effect of doping concentration on total percent transmission as 

well as resonance wavelength.   Higher doping concentrations increase the 

material permittivity thereby creating a blue shift in resonance.  Also, higher 

doping levels coincide with larger conductivities resulting in a decreasing 

resonance peak. Top: X-Polarization. Bottom: Y-Polarization. 

 

Figure 6.4.2.1: Dynamic metamaterial response due to an increase in GaAs 

conductivity ranging from 0 S/m to 10,000 S/m.  This MM is designed to operate 

at 60THz.  Top: Y-Polarization.  Bottom: X-Polarization. 

 

Figure 6.4.2.2:  Initial simulated dynamic MM filter characteristics for a 

conductivity change of 10,000 S/m 

 

 

Figure 6.4.2.3:  Left: Experimental dynamic results for a MM patterned on bulk 

GaAs.  An external bias of 5 V and injection current of 410 mA was applied over 

the MM structure. The bulk GaAs removes the MM resonance response; however 

the bulk response due to an applied voltage can still be determined. Right: 

Simulated response of a MM structure patterned on a bulk GaAs substrate and the 

conductivity change (3,000 S/m) needed near the surface to obtain a bulk 

transmission loss of 3%.   

 

Figure 5.6.2.4: A variety of contact recipes used on a 400 nm thick GaAs on 

sapphire wafer.  All contacts performed relatively consistently weither it was a 

traditional ohmic contact (annealed Ge/Au/NiAu) or a traditionally Schottky 

contact (Ti/Au).  This leads one to believe that material quality is not sufficient to 

support high quality electrical contacts. 

 

Figure 5.6.2.5: SEM images of material surface, both images contain identically 

processed metamaterial structures.  Top: a MM patterned on a commercially 

available bulk GaAs wafer.  Bottom: a MM patterned on 400 nm of GaAs on 

sapphire grown using molecular beam epitaxy.  

 

Figure 5.6.2.6: Alternate GaAs on sapphire growth process. Top: process 

currently used. Middle: Design proposed to improve crystal quality. Bottom: High 

quality process utilizing an SLS buffer layer to reduce crystal defects. 
[6.2.4] 

 

Figure 6.4.2.7:  Metamaterial resonance shifts due to increases in doping.  The 

substrate was determined to have low electrical conductivity during contact 

testing, and as such the increased doping concentration can also be modeled as an 

increase in carrier concentration independent of corresponding conductivity 

increases.  

 

Figure 6.4.2.8: Top: Simulated dynamic metamaterial response considering both 

a conductivity change of 3,000 S/m and an injection current of 410 mA.  This 
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simulation takes into consideration carrier induced refractive index changes as 

well as induced conductivity changes.  Bottom: The corresponding filter 

characteristics of the simulated results.  These filter characteristics can be even 

further improved with conductivity increases greater than 3,000 S/m or increased 

applied voltages and injection currents. As such, these figures should be 

considered realistic simulated data and not optimum data.  
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Photonics:  Photodiodes and Metamaterials for 

Thermophotovoltaics and Photodetection Applications 
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Chapter 1 

Introduction  
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Photonic materials have an unlimited variety of potential applications.  

However, this section focuses on the use of photonic materials for two specific 

applications.  The first is implementation of photonic structures in energy 

generating devices.  The goal will be to provide new energy generating devices as 

well as improving efficiencies for current technologies.  The second application is 

the use of photonic materials for dynamic filtering technologies.  In particular, 

photonic materials will be explored for use in creating improved polarization 

sensitive photodetectors. 

 

List  of Abbreviations - Chapter 1 

TE - Es - transverse electric v  - photon frequency 

TM - Ep - transverse magnetic p - photon momentum 

TPV - thermophotovoltaic c - speed of light 

MIMs - monolithically interconnected modules ɚ - wavelength 

PhC - photonic crystal E ï electric field 

MM - metamaterial B ï magnetic field 

E - photon energy IR - infrared 

h -  Plankôs constant  
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1.1 Electromagnetic Radiation 

Einsteinôs 1905 paper proposed that electromagnetic energy is quantized 

or made up of a discrete set of values.
[1]  
Essentially, Einsteinôs theory allowed 

light to be modeled as wave packets, known as photons.  Photons have properties 

of both waves and particles, however, they are neither.  Photons can have 

different energies and, because energy and wavelength are related linearly as seen 

in Equation 1.1.1,   photons can have different wavelengths.  Furthermore, even 

though photons do not have a mass, they can have a specific momentum as seen 

in Equation 1.1.2.   Equation 1.1.3 describes the relationship between photon 

wavelength and photon frequency,  

Ὁ Ὤὺ   é 1.1.1, 

ὴ   é 1.1.2, 

ὺ ὧȾ‗  é 1.1.3 , 

where E is the energy of the photon, h is Plankôs constant, v is the photon 

frequency, p is the photonôs momentum, c is the speed of light, and ɚ is the 

wavelength of the photon. 
[2]

 

Photons make up all electromagnetic waves, including, but not limited to 

visible light.  For example, ultraviolet light and infrared light are also composed 

of photons.  Photons are also emitted by warm bodies, which is why very hot 

substances can appear to glow a particular color.  The photons emitted by these 

bodies have various wavelengths and, therefore, a wide range of energies.  All 

bodies can emit this type of radiation; however at typical environmental 
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temperatures on Earth, most of these photons are infrared and, therefore, cannot 

be seen with the human eye.   

The Sun provides a large influx of photons to the earth, with over 173,000 

Terawatts (units of energy per second) incident on the Earthôs surface. 
[3]

 The 

energy spectrum of solar photons follows the blackbody curve for a 6000K object, 

the temperature of the Sunôs photosphere.   When the photons travel through the 

Earthôs atmosphere some are absorbed resulting in the solar spectrum shown in 

Figure 1.1.1.   

 
Figure 1.1.1 Normalized solar spectrum, over 50 percent of incident photons are 

in the infrared. 
[4]

 

  

Figure 1.3.1 is normalized to show the relationship of the solar power spectrum to 

that of the photon wavelength.  In other words, Figure 1.1.1 shows that infrared 

photons have less energy per wavelength than visible and ultraviolet photons 

(Equation 1.1.1).  However, infrared photons make up more of the power incident 

on the earth.  Therefore, by converting infrared radiation into usable and 

renewable energy, large amounts of useful power can theoretically be produced. 
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It is also important to note that most light emitted from solar radiation is in the 

form of unpolarized light.   Unpolarized light is formed from individual photons 

each with an uncorrelated electric field vector (the magnitude and direction of E 

in Equation 1.1).  This makes more physical sense if light is observed as a wave 

as shown in Figure 1.1.2. 

 

Figure 1.1.2: Visualization of the propagation of a photon.  Blue represents the 

magnetic field and red represents the electric field.  Both the E and B field are at 

90 degrees to each other. 

 

Also, it is true that the electric field is always perpendicular to the magnetic field 

and both are perpendicular to the direction of propagation.  The electric and 

magnetic fields can also be related by Equation 1.1.4.  

╔ ὧ║  é 1.1.4 

Where E is the electric field, c is the speed of light and B is the magnetic field or 

the magnetic flux density.   In most cases, optical radiation is described in terms 

of the E-field, and the B-field is replaced using Equation 1.1.4.  For this reason 

the polarization of a light source is described by the direction of its electric field 

vector. 

 It is also important to note that dielectric surfaces tend to polarize reflected 

light.  The electric field vector from photons reflected off of the surface of a 
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dielectric tends to have the electric fields aligned in the same direction.  In order 

to better explain this phenomenon, a few basic definitions are in order. First, this 

example uses unpolarized light. Also, general terminology describes this case as: 

an electric field oscillating perpendicular to the plane of incidence (Es or TE, 

transverse electric polarized light) and an electric field oscillating parallel to the 

plane of incidence (Ep or TM, transverse electric polarized light).  It is important 

to note both TM and TE refers to the direction of electric field in relation to the 

plane of incidence and is named such simply because the magnetic field 

component is always perpendicular to the electric field component.  Therefore, 

TM polarized light is perpendicular to TE polarized light.   

 As mentioned above, smooth dielectric surfaces tend to polarize reflected 

light.  This is due to the boundary conditions of the electric field at an optical 

interface (derived in Appendix 1.1). However, it follows that a smooth dielectric 

surface will reflect mostly TE polarized light, as can be seen in Figure 1.1.3.   
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Figure 1.1.3: Reflection off of a smooth surface.  The majority of TE polarized 

light is reflected, while the majority of TM polarized light is transmitted. N1 and 

N2 correspond to different indexes of refraction. 

 

The total percent reflection and percent transmission can be calculated using 

reflection and transmission coefficients (shown in Appendix 1.1) derived from the 

Fresnel equations.  However, the purpose of this section is to simply explain that 

unpolarized light can be polarized due to reflections off of a smooth dielectric 

surface. 

 Reflection based polarization can provide extremely valuable data when 

used in conjunction with polarization selective photodetectors.   For example, 

most man-made objects consist of very smooth flat surfaces.  In actuality, it 

becomes difficult to produce any structure without some sort of smooth flat 

feature.  It is for this reason that car windows appear reflective on a sunny day, 

but a pair of polarized sunglasses can eliminate the glare.   In comparison, natural 

objects tend to not exhibit these properties.  As such, polarization detection has 
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been extremely important in detection of artificial structures and materials, and 

this is just one example of polarizers potential uses. 

 

1.2 Applications of TPV 

 Thermophotovoltaic (TPV) devices are a technology which converts both 

radiated energy and conducted heat into usable electricity.  TPV devices are 

typically four stage devices: an emitter, a filter, a photodiode, and an external 

energy source (shown in Figure 1.2.1).   

 

Figure 1.2.1:  Diagram of a TPV device.  Left is the diode stage and filter stage, 

middle is the emitter stage, and right is a broadband energy source.  

 

For reference in our discussion on TPV application, the parts of a TPV device will 

be briefly discussed. The emitter stage is imparted with energy from a broad 

energy spectrum (i.e. conductive heating, thermal radiation, radioactive source).  

The emitter stage then radiates a narrow band spectrum.  A filter stage further 

narrows the spectrum to match the properties of the diode stage.  The diode stage 

then converts the narrow band emission into electrical energy. 
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 There are many energy sources, from which TPV can generate electricity.  

These sources include sunlight, combustion, radioisotopes, and other warm 

bodies.  Typically TPV devices operate in the infrared region of photons, shown 

in Figure 1.2.2.  This figure shows that current applications of TPV range from 

source temperatures of 2000+K to cutting edge technologies around 350K.   The 

goal of present TPV research in our lab is to maximize efficiencies for this entire 

wavelength range.   

 

 

Figure 1.2.2: The IR wavelength range with the corresponding black body 

temperature and typical photodiode materials which operate at that wavelength. 
[5]

 

 

 TPV also has the added benefit of allowing integration with present day 

power generation facilities.  For example, waste heat and transmission losses in 

the USA account for approximately 57% of all the energy generated in 2010.
[5]  

Recovering just 1% of this wasted energy, 56 quads, could power up to 13 million 

homes for an entire year.
[6]  

According to the United States Census Bureau, 13 

million homes accounts for approximately 10% of occupied homes. 
[7]

 TPV can 

clearly benefit the energy forecast through integration with present technologies; 

not requiring entire new energy generation stations. For example, electricity 

produced by natural gas utilizes combustion to heat steam in a boiler, which turns 
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a turbine, this generates electricity electro-mechanically. TPV can be integrated 

after the turbine to recover the wasted heat generated in this process (a 

temperature of 533 K).  Price per watt calculations can be conducted with a 

blackbody emitter stage, a conservative system efficiency of estimate of 15%, and 

pricing constraints shown in Figure 1.2.3. 

 

Figure 1.2.3:  Cost Assumptions for a TPV device used in a cost per watt 

calculation. 

 

Using the new Greenland Energy Center natural gas power plant as a base model, 

it was determined that an additional 10% in start-up cost will increase the initial 

power plant efficiency by approximately 9% (122kW of energy).
[8] 

In order to 

recoup the cost of the TPV system in the first year, the initial cost per kW of the 

TPV energy generation would be $1.87, compared to $1.09 for natural gas.  This 

cost could be lowered in order to alter the return on investment time; however, no 

additional fuel would be needed to power the TPV devices.
[8]

 The result would be 

a lower net cost per watt after the cost of the TPV system was recovered. 

 TPV devices have applications in a wide variety of energy generation 

applications and temperatures, from those of a hundred degrees C to those of high 
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temperature combustion.  This research aims to increase the efficiencies of three 

stages of TPV devices at both low and high temperatures using technologies such 

as interfacial misfit arrays, monolithically interconnected modules (MIMs), 

metamaterial emitters, and photonic crystal filters (these technologies will be 

discussed later).  The results of this research are aimed at allowing TPV devices 

to be integrated into existing technologies in order to improve our energy forecast.  

There are also many other areas of research and possible applications that 

can be benefited by a fully functional TPV diode.  For example, infrared 

photodetectors rely on very expensive and fragile semiconductor materials in 

order to form an image from the generated photocurrent.  The same photodiode 

used in an efficient TPV converter can be applied to a photodetector.   For this 

reason, if the TPV photodiode is efficient, there are also significant applications in 

devices such as heat sensors or night vision goggles. 

 

1.3 Applications of Metamaterials 

 A metamaterial (MM) is any material that has an artificially designed 

permeability and permittivity.  The first true metamaterials were proposed by 

V.G. Veselago and were used to describe a ñleft handedò material, or a material 

with simultaneously negative electric permittivity and negative magnetic 

permeability.
 [10]

 The first experimentally verified metamaterial was fabricated by 

Smith et al in 1999.
 [9]

 Since 1999, the field of metamaterials has expanded to 

include fields such as photonic crystals (PhC) and plasmonics.  With the large 

breadth of research into metamaterials, it becomes necessary to focus on specific 
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areas of the field; as such metamaterial applications will be limited to metallic 

metamaterials as those created by Smith et al, and photonic crystal metamaterials. 

 The first two potential applications are perfect metamaterial 

emitters/absorbers and metamaterial polarizers.  For these applications it is 

desirable to maximize the metamaterial resonance with a specific photonic ñpass-

bandò. These devices typically use a two layer structure for which it becomes 

possible to match the material impedance to that of free space, minimizing the 

reflectance at a specific frequency.  The result is a narrow spectrum absorption or 

transmission as shown in Figure 1.3.1. 

 

Figure 1.3.1: Metamaterial absorber response as compared to existing 

technologies. The high absorption and narrow band peak (red) may provide many 

advantages over the broadband response currently employed (blue).  

 

These devices have been proposed for use in TPV emitter applications, notch 

filtering applications, polarization filters, and sensing. The proposed benefit of the 

devices is the ability to achieve near unity absorption/transmission/reflection for a 

narrow band of frequencies.  Other research has been focused on altering the 

properties of these metallic MMs.  This is accomplished by applying an external 

electrical bias or optical pumping; and operates by altering the effective 

permeably and permittivity of the MMs.  
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 A PhC is another type of metamaterial, however, which operates under 

different physical principles then a traditional metallic MM.  The PhC utilizes a 

photonic bandgap, or a region through which photons are quantum mechanically 

forbidden to propagate.  The result is a photonic filter in one, two, or three 

dimensions.   The applications for a PhC have ranged from optical waveguides, to 

TPV emitter stages, to dielectric optical filters.   

 With the thousands of possible uses of metamaterials, this research 

focuses on metallic perfect absorbers/emitters for TPV applications, photonic 

crystal MMs for TPV filtering applications, and metallic polarization sensitive 

MMs for photodetector applications.  The final goal of this dissertation is to 

provide photonic building blocks which may be used interchangeably.  For 

example, a TPV diode stage can be used with a MM for photodetection or a MM 

emitter and MM filter can be used with the same TPV diode for power generation. 
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 This section hopes to build on the principles of semiconductor physics and 

optics in order to provide a means to solve the problems discussed in chapter 1.  

In particular, this chapter will describe semiconductors materials used to create 

thermophotovoltaics and photodetector photodiodes.  Also, optical structures such 

as metamaterials will be discussed for improving thermophotovoltaic emitters, 

thermophotovoltaic filters, and photodetector polarization sensitive filters. 

 

List of Abbreviations - Chapter 2 

Part 1- Semiconductors 

E - energy me - electron mass ύ - depletion width Ὂ  - fill factor  

TPV - 

thermophotovoltaic 

Eg - band gap energy ὔ  - excess acceptor 

concentration 

Vmp - voltage at max 

power point 

 Na - ionized p-type 

dopants 

ND - ionized n-type 

dopants 
ὲ  - electrons in p-

type material  

Imp - current at max 

power point 

 ˂ - hbar or 2ˊ divided 

by planks constant 
ὐ - hole current 

density 

ὴ  - holes in n-type 

material 

MPP - max power 

point 

k - crystal momentum 

vector 
ὐ - electron current 

density 

Voc - open circuit 

voltage 
ʂ  - quantum 

efficiency  

Ef - Fermi energy ὐ - current density Űn - carrier lifetime ὖ - power  

k - Boltzmann 

constant 
‘ - hole mobility tὒ - electron 

recombination length 

CE - – - conversion 

efficiency 

Ev - valence band 

energy 
‘ - electron mobility ὒ - hole 

recombination length 

EQE - external 

quantum efficiency 

 Ec - conduction band 

energy 
Ὀ  - electron diffusion 

coefficient 

Isc - short circuit 

current 

MPP - max power 

point 

ὴ - # of conduction 

holes 
Ὀ  - hole diffusion 

coefficient 

SRH - Shockley-

Read-Hall 

Vmp - voltage at max 

power point 

ὲ - # of conduction 

electrons 

q - charge of electron ὐ  -saturation current Ὂ  - fill factor 

tp - hole collision time tn - electron collision 

time 

Ŭr - recombination 

rate 

Imp - current at max 

power point 

m*dse - effective 

density of state mass 

of electrons 

m*dsh - effective 

density of state mass 

of holes 

IQE - internal 

quantum efficiency 
ʂ  - quantum 

efficiency  

 

Nc - effective 

conduction band 

density of states  

Nv - effective valence 

band density of states 

EQE - external 

quantum efficiency 
CE - – - conversion 

efficiency 

ni - intrinsic carriers 

per unit volume 
ὔ  - excess donor 

concentration 

MBE - molecular 

beam epitaxy 
ὠ  - built in voltage 
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2.1 Semiconductors 

The TPV cell is based on complex theory involving solid state physics, 

quantum mechanics and electrodynamics.  In order to appreciate the design and 

fabrication of the TPV cell, one must understand the physics of how a TPV diode 

can generate an electrical current.  Most of the basic theory involves the 

manipulation of semiconductor band structures and the interaction of light with 

these band structures.  The goal of this section is to develop the problems 

associated with the TPV diode stage.  Chapter Three will describe how this 

research proposes to solve the problems arising in this chapter. 

 

2.1.1 Band structure 

Atoms are made up of a nucleus and an electron cloud.  The electron cloud 

is made up of many different electron orbitals with different energy values 

associated with each orbital.  If  two or more atoms are forced together, the 

electron orbitals begin to overlap. 
[10] 

Electrons are fermions and as such are 

governed by the Pauli Exclusion Principle, which states that no two electrons can 

have the same quantum state.  Therefore, the overlapping energy states, or orbitals 

must be split into multiple bands, shown in Figure 2.1.1.1. 
[10]

  

 



18 
 

 

Figure 2.1.1.1: The splitting of orbitals into energy bands at low interatomic 

distances. 
[10]

 

 

As implied by various quantum mechanical models, the area between these 

energy bands cannot be occupied by the electrons, for they are not consistent with 

any of the atomsô atomic orbitals.
[10]

 These regions, where elections cannot be 

present, are known as forbidden regions.  An example for the band structure of 

silicon is shown in Figure 2.1.1.2, where the forbidden regions are shaded. 
[10]

  

 

 

Figure 2.1.1.2: The allowed and forbidden regions as s function of energy and 

atomic spacing.
[10]
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In a band diagram, the higher energy level bands are known as conduction bands 

and the lower energy bands are known as the valence bands.
[10]  

Figure 2.1.1.3 

shows the band structure of Si with different bands and energy levels. 

 

Figure 2.1.1.3: The conduction and valence bands of silicon along with the 

different energy bands.
[11]

 

 

 

One of the properties of a semiconductor is neutral charge.
[12]

 When one 

of the electrons is excited to the conduction band by another form of energy (i.e. 

heat or photon excitement), the previously occupied place within the valence band 

becomes empty.  The electron is now free to move about the semiconductor in the 

higher energy conduction band.
[12]

  In order to maintain charge neutrality within 
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the material there must be a positive charge to negate the flowing electron.  This 

area of positive charge is known as a hole.
[12]

  

The electron and the hole move through the lattice with different degrees 

of ease.  This variance can be expressed as an effective mass of the charge carrier 

and is a multiple of the actual mass of the electron.  The two masses are not 

identical in magnitude as an effective mass is based on the band in which the 

electron or hole is located.  However, because a hole is effectively the lack of an 

electron, the two particles have opposite charges and together are known as 

excitons. 
[13]

 Without the presence of a potential difference, i.e. a voltage, the 

conduction electron will quickly lose excited energy and return to the valence 

shell replacing the hole.  This process is known as recombination and can create a 

phonon (lattice vibration), a photon, or both.
[12] 

Both hole creation and 

recombination is shown in Figure 2.1.1.4. 

 

Figure 2.1.1.4: Hole formation.  The excited electron leaves the valence shell and 

can then move more freely within the semiconductor as part of the conduction 

band.  This creates a positively charged hole.  The electron and hole can 

recombine if they meet and the electron loses its excited energy. 
[10]

 

 

There are multiple ways to excite electrons into the conduction band.  

Among them are phonon (increasing thermal energy and lattice vibrations) and 
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photon absorption.
[12]&[14]

 Thermal energy is due to semiconductor heating and is 

not useful for TPV applications.  Thermal excitation is a function of the 

semiconductor temperature which, in turn, increases the recombination rates.  

Increasing recombination in turn lowers the ability for a current to be generated.    

However, energy from photons is extremely useful to photovoltaic devices.  

When an electron is excited due to a photon, there are two possible paths which 

allow an electron into the conduction band: direct and indirect transitions.
[15]

 

For TPV applications, the simpler of the two paths is more desirable: the 

direct transition.  This transition occurs if the bottom (lowest energy state) of the 

conduction band has the same momentum vector (k) as the top (highest energy 

state) of the valence band, as shown in Figure 2.1.1.5.
[17]

   The crystal momentum 

vector (k) is described mathematically in Equation 2.1.1.1,  

Ὁ
▓ᴐ
é  2.1.1.1, 

where E is energy, me is the electron effective mass and ˂ is a constant equal to 

1.055 × 10
-34

 
 
 ).[16]

 In a direct transition, there is no change in the k value, 

corresponding to no change in the crystal momentum.
 [17]

 Therefore, no heat is 

added to or removed from the system.
[17]

 Both transitions are shown in Figure 

2.1.1.5. 
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Figure 2.1.1.5: Direct (a)(b) and indirect transitions (c) .  There is a different k 

value for indirect transitions leading to heat or vibration transfer of energy to the 

lattice in order to complete the transition.  Direct transitions do not interact with 

the lattice and therefore there is not energy lost to lattice vibrations. 
[15] 

 

Indirect transitions are a bit more complicated as can be seen from figure 

2.1.1.5.  These transitions involve changes in the crystal momentum vector.
[18]

  In 

order for an indirect transition to occur, there must be enough photonic energy to 

allow an electron  to reach the conduction band and also match the momentum of 

the crystal.  The transfer of energy to change the electron/crystal momentum 

creates heat and vibrations, or phonons, within the crystal.  As mentioned earlier, 

the generation of heat is not desirable for the TPV converter as it will increase the 

electron/hole pair, or exciton, recombination rate.
[19]   

 

As mentioned before, the energy imparted to the semiconductor due to 

indirect transitions produces heat and phonons.
[15]  

Phonons are oscillations of the 

semiconductor lattice and can be visualized as two different types of waves, the 

higher frequency optical branch and the lower frequency acoustic branch.
[20]  

Within the acoustic branch (in one dimension) each atom oscillates in the same 
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direction with a specific frequency.  However, with the optical branch, atoms 

oscillate in opposite directions.
[21]

  It is important to remember that phonons are 

oscillations of the lattice.
 [22]

 Therefore, for indirect band gap transitions, energy is 

required to both excite the electron into the conduction band and conserve 

momentum through energy transfer to the lattice (the creation of phonons). 
[18]

  

Electrons within materials have a wide range of energies, most of which 

fall within the valence band.  However, there is an important energy level known 

as the Fermi energy.  This energy is defined by Kittel as the energy of the highest 

filled energy level when all electrons are at their ground state. 
[23]

 The Fermi level 

is located half way between the valence band and conduction band in most un-

doped semiconductors.
[24]

  As the temperature increases, some electrons are 

imparted thermal energy and move above the Fermi level.
[25] 

 Eventually, 

electrons gain enough energy to move into the conduction band and the 

semiconductor can then begin to conduct electricity.  This is the origin of the term 

semiconductor; there are no conduction electrons at zero Kelvin, but at room 

temperatures there are carriers present in the conduction band. A graphical 

representation of the Fermi level as a function of temperature is shown in Figure 

2.1.1.6. 



24 
 

 

Figure 2.1.1.6: The Fermi level with respect to changing temperature: As 

temperature increases there are more electrons in the conduction ban; however, 

there is never a change in the total number of electrons within the material. 
[26]

 

 

 Using the Fermi level, it is possible to find the probability that an electron 

is at a particular energy.
[27]

  The probability is found by using the Fermi-Dirac 

probability function (plotted in Figure 2.1.1.4 and described in Equation 2.1.1.1), 

ὪὉ    ...2.1.1.1 

where f(E) is the probability of an electron being at the energy (E), Ef is the Fermi 

energy, k is now the Boltzmann constant, and T is the temperature.
[27] 

 Knowing 

the Fermi-dirac probability is quite important when analyzing a semiconductor;  

for example, the number of conducting electrons and holes can be found by 

integrating the Fermi-Dirac distribution function and the density of states over the 

conduction band (electrons) or valence band (holes).
[28]

  The total number of 

electrons and holes can be found using Equations 2.1.1.2 and 2.1.1.3 respectively, 

ὲ ρȾÃÍ ᷿ Ὓ ὉὪὉὨὉ
Ð

     é2.1.1.2 
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ὴ ρȾÃÍ ᷿ Ὓ ὉὪὉὨὉ
Ð

 é 2.1.1.3 

where Ev is the energy of the top of the valence band, Ec is the energy at the top of 

the conduction band ὪὉ is the Fermi-Dirac distribution for electrons, ὪὉ is 

the Fermi-Dirac distribution for holes, Ὓ Ὁ is the density of states in the valence 

band, and Ὓ Ὁ is the density of states in the conduction band.
[28]  

The density of 

states represents the spacing between the discrete energy levels within the 

semiconductor.
[29] 

 Physically the density of states changes the Fermi-Dirac 

distribution to a discrete representation of the probability function.  In other 

words, the Fermi-Dirac distribution can find probabilities even for forbidden 

energy levels; however, with the addition of the density of states a more realistic 

model can be developed.  The density of states is represented near the bottom of 

the conduction band as Equation 2.1.4 and at the top of the valence band by 

Equation 2.1.5, 

ὛὉ
ᶻ

ᴐ

Ⱦ

Ὁ Ὁ   é 2.1.1.4 

ὛὉ
ᶻ

ᴐ

Ⱦ

Ὁ Ὁ  é 2.1.1.5 

where S(E) is the density of states, m*dse and m*dsh are the effective density of 

states mass of the holes and electrons (respectively) 
[29]

  After integration (and 

applying the Boltzmann approximation) the total number of conduction electrons 

and holes are represented by Equations 2.1.1.6 and 2.1.1.7, 

 

ὲ ὔὩ    é 2.1.1.6 

ὴ ὔὩ   é 2.1.1.7 
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where Nc and Nv are the effective density of states in the conduction and valence 

bands respectively.
[30]  

Nc and Nv are shown in Equations 2.1.1.8 and 2.1.1.9 and 

are functions of temperature and effective mass. 

ὔὧ ρȾÃÍ ς
ᶻ

ᴐ

Ⱦ

  é 2.1.1.8 

ὔὺ ρȾÃÍ ς
ᶻ

ᴐ

Ⱦ

  é 2.1.1.9 

 

Nc and Nv are independent of any type of doping profile.  It is therefore useful to 

represent the total number of carriers per unit volume, ni [1/cm
3
]  (shown in 

Equation 2.1.1.10) in terms of Nc and Nv such as in Equation 2.1.1.11, 

ὲ ὲ ὴ  é 2.1.1.10 

ὲ Ѝὔὧὔὺ  Ὡ   é2.1.1.11 

where Eg is the band gap energy (Ec-Ev).
[31]  

For any particular material the 

intrinsic number of carriers does not change with doping.  When a dopant is 

added to a semiconductor the intrinsic carrier concentration is useful to find the 

specific electron or hole concentrations.   

 

2.1.2 Doping 

The previous section describes intrinsic semiconductors, or 

semiconductors that are not doped with another material.  The process of doping 

replaces atoms within the semiconductor with atoms of different elements.  The 

doped semiconductor is now known as an extrinsic semiconductor. 
[32]

 The doping 

atoms (dopants) have more electrons then the original atoms (donor impurity 
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atoms) or fewer electrons (acceptor impurity atoms).  Donor dopants allow for 

more conduction electrons whereas acceptor dopants produce a material with 

more holes. 
[33]

   

Silicon has four valence electrons and therefore bonds with its four nearest 

silicon atoms, and therefore, can be doped with boron, gallium, phosphorous, and 

arsenic. When the electrons of pure silicon are excited into the conduction band, 

bonds must be broken to allow the electron to move freely through the material. 

[10]
 If the silicon is doped with arsenic or phosphorus (donor materials), however, 

there is an excess of electrons within the material and it becomes easier to excite 

electrons into the conduction band.  When a silicon atom is replaced with a 

gallium or boron atom (acceptor materials), there are not enough valence 

electrons to bond with the four nearest neighbors.  The lack of bonding electrons 

creates holes. 
[33]

 Figure 2.1.2.1 shows visually the structures of intrinsic silicon, 

gallium doped, and arsenic doped semiconductors. 
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Figure 2.1.2.1: all three materials are neutral in charge, however the doping 

process creates areas where there are local positive (gallium) and negative 

(arsenic) charges within the lattice. 
[33]

 

 

In general, extrinsic semiconductors donor atoms are known as n-type 

materials, as there are excess negative charges.
[33]  

Similarly, semiconductors that 

have acceptor atoms are known as p-type materials, as there are excess positive 

holes.
[33]

 The number of dopants  alters the conductivity of the material as it may 

be either easier or harder to create a conduction electron. This can be clearly seen 

through an altered Fermi-level.  

As impurities are added to a semiconductor, the location of the Fermi level 

shifts.
[24]

 The amount of change can be found using Equations 2.1.1.6 and 2.1.1.7 

and solving for Ec-Ef or Ef-Ev; however, ὲ and ὴ are doping dependant values.   

When doping is introduced, the equation for ὲ in a n-type semiconductor 

becomes Equation 2.1.2.1, 

ὲ  ὲ
Ⱦ

  é  2.2.1 
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where Na is the ionized p-type dopants  and ND is the ionized n-type dopants.
[34]

 

The number of conducting holes in a n-type semiconductor are found by solving 

Equation 2.1.1.10 for ὴ.  Similarly, the number of conducting holes in p-type 

semiconductor is found by Equation 2.1.2.2, 

ὴ  ὲ
Ⱦ

  é2.1.2.2 

and the number of conducting electrons are found once again solving Equation 

2.1.1.10 for ὲ.
[34]  

In a p-type semiconductor there are many less electrons than 

holes; because of this, the electrons are known as minority carriers and the holes 

as majority carriers.  Conversely, in an n-type semiconductor, the holes are the 

minority carries and electrons are the majority carriers.  The carrier concentrations 

and carrier types become very important when n-type and p-type materials are 

joined to make a diode, such as in TPV applications, or when dealing with an 

electrical current flowing through a semiconductor, such as with dynamic MM 

applications. 

 The total current within a semiconductor is made up of the diffusion and 

drift currents for both conduction electrons and conducting holes.  The hole 

current density (Jh), electron current density (Je), and total current density (J) are 

shown in Equations 2.1.2.3, 2.1.2.4, and 2.1.2.5, 

ὐ ήὴ‘꜡ ήὈ ὴ ὼ  é 2.1.2.3 

ὐ ήὲ‘꜡ ήὈ ὲ ὼ  é 2.1.2.4 

ὐ ήὴ ὼ‘꜡ ήὈ ὴ ὼ  ήὲ ὼ‘꜡ ήὈ ὲ ὼ  é 2.1.2.5 
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where ‘ and ‘ are the whole mobility and electron mobility respectively, ὴ ὼ 

and ὲ ὼ are the hole and electron concentrations as a function of position 

within the semiconductor, Ὀ  and Ὀ  are the electron and hole diffusion 

coefficients respectively, q is the charge of an electron, and  ꜡is the electric field 

present.
[35]

   The electron and hole mobilities are a function of the average times 

between electron or hole collisions with atoms or phonons (tn or tp respectively) 

and the effective mass of the holes and electrons .
[36]  

The electron and hole 

mobility equations are given in Equations 2.1.2.6 and 2.2.7, 

‘  z é 2.1.2.6 

‘  z é 2.1.2.7 

The tn and tp values are functions of both temperature and doping concentrations; 

however they are found quantitatively.
[36]

   The electron and hole diffusion 

coefficients are found through the Einstein relation (Equation 2.1.2.8), 
[37]

 

  é 2.2.8 

It is important to note that if there is no gradient in doping concentration, then 

Equation 2.1.2.5 becomes Equation 2.1.2.9, 

ὐ ήὴ ὼ‘꜡  ήὲ ὼ‘ ,꜡  é 2.1.2.9 

which can be simplified to ohmôs law. The above semiconductor physics can then 

be applied to one of the most important discoveries in the semiconductor industry.  

This occurred when an n-type material and a p-type material were combined to 

form a diode. 
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2.1.3 The Diode 

The basic diode consists of an n-type material joined to a p-type material.  

The two materials are grown together using various methods such as ion 

implantation and molecular beam epitaxy (MBE).  A few possible diode 

geometries and construction methods are pictured in Figure 2.1.3.1 

 

 

Figure 2.1.3.1:  a) p-n junction with an ohmic contact b) mesa junction c) 

diffused planer junction d) ion implanted junction with contact. 
[38]

 

 

Figure 2.1.3.1 depicts the maturity of the p-n junction.  It is a technology that has 

been applied to many different applications including TPV, photodetectors, 

dynamic MMs, and most every semiconductor electronic device. 
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At the junction of a p-type and n-type material an interesting phenomenon 

occurs.  Even while in thermal equilibrium (no applied voltage) the conducting 

electrons in the n-type material and the holes in the p-type material interact with 

each other.
[39]  

This can be seen mathematically in Equation 2.1.2.5 as there is now 

a gradient in the electron and hole concentrations.   This gradient creates a drift 

current of electrons and holes across the p-n junction.
[40]

  In order to maintain 

charge neutrality the drift current must be directly canceled by a diffusion current.  

The only way to create a diffusion current is through the presence of an electric 

field; therefore, an electric field must form across the junction.
[40]

 

Physically, electrons diffuse across the junction between the two materials 

and combine with the holes on the other side.  Both n-type and p-type materials 

are electrically neutral before this diffusion occurs.   After diffusion, the n-type 

material has lost electrons and the p-type material has gained an equivalent 

number of electrons.  The rearrangement of charge forms a positive charge on the 

n-side of the barrier and a negative charge on the p-side.  A representation of this 

situation is shown in Figure 2.1.3.2 

 

Figure 2.1.3.2: the charge distribution of a p-n junction. Notice that there are 

positive charges in the n-type material and negative charges in the p-type material 

creating a potential across the junction.
[41]
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The resulting electric field, creates a voltage across the p-n junction.
[42]  

This 

potential difference is known as the built in voltage and is represented by 

Equation 2.1.3.1 for a non-degenerately doped semiconductor, 

ὠ ÌÎ
ᶻ

  é 2.1.3.1 

where ὔ  is the excess number of donors on the n-side (ὔ ὔ , and ὔ  is the 

number of excess acceptors in the p-side (ὔ ὔ .
[43]  

The potential formed at 

the p-n junction bends the valence and conduction bands, forming a band diagram 

in the shape of figure 2.1.3.3.
[44]

 

 

Figure 2.1.3.3: Band diagram of a diode.  The barrier is based on the potential 

barrier.  

(1 eV is equal to q(1 Volt)). 

 

These equations are valid in both dynamic and equilibrium conditions.  In 

equilibrium conditions, the electric field becomes strong enough to cancel out the 

diffusion term.
[42]  

In this case, the electrons can no longer flow across the 

boundary and the total current density becomes zero.
[39]  

The region that forms due 

to the charge separation is known as the depletion region.
[41]   

 



34 
 

 The depletion region is so named because there are few conducting holes 

or conduction electrons within this area, as shown in Figure 2.1.3.2.
[45]  

  Unlike 

the material as a whole, this region is not electrically neutral due to the 

rearrangement of electrons and holes.
[45]  

When only the built in voltage is present 

within the diode, the width of the depletion region can be represented by Equation 

2.1.3.2,
[46]

 

ύ    é 2.1.3.2 

where ύ is the total width of the depletion region.  This equation becomes 

important to PV and TPV as only electron/hole pairs generated within the 

depletion region will lend to the photocurrent and open circuit voltage. 

The width of the depletion region will increase or decrease with an applied 

potential.
[45]  

If electrons are allowed to flow into the n-type material, the current 

would be expected to continue through the semiconductor.   However, this is not 

the case in a p-n junction.  When the flowing electrons reach the edge of the 

depletion region in the p-type material, they recombine with holes, creating an 

even stronger electric field and a larger depletion region.
[47]  

The increased electric 

field effectively stops the current.  When current cannot pass through the diode 

due to an applied voltage, it is known as a reverse bias.  Even at reverse biased, 

there is some current flow through the diode.  This current is known as the 

saturation current (Jsat) and is due to electrons in the p-type material or holes in 

the n-type material being pulled into the depletion region by the applied voltage, 

shown below in Figure 2.1.3.4.
[48]   
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When the flow is reversed and electrons enter through the p-type material, 

the depletion region shrinks along with the electric field. The electrons are 

therefore able to reach the other side of the diode.
[49]  

This type of applied 

potential is known as a forward bias and is shown in figure 2.1.3.4.   

These properties make the diode a one way device, meaning current can flow 

through in one direction but does not flow in the reverse direction.   Figure 2.1.3.4 

shows visually the growing and shrinking depletion regions along with the 

direction of current flow.  

 

Figure 2.1.3.4: Applying a forward or reverse bias voltage changes the magnitude 

of current flow into the diode by lowering the potential between the conduction 

and valence bands of the n and p type semiconductors.  The lowered potential 

changes the depletion with as well.
[47][49]
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 In TPV, the ultimate goal is to extract as much power as possible.  If an 

outside voltage is applied, then the total efficiency of the cell would likely 

decrease as energy must go into providing the voltage.  As such, photodiodes will 

be described without the dependence on an applied forward or reverse bias. 

 The total ideal current density of a diode is only a function of applied 

voltage.  For a long diode, the Ideal Diode equation becomes Equation 2.1.3.3, 

assuming the width of the n-type and p-type material is much greater than the 

electron and hole recombination lengths, Ln and Lp, 

ὐ ή Ὡ ρ  é 2.1.3.3 

where ὲ  is the number of electrons in the p-type material, ὴ  is the number of 

holes in the n-type material,  Ὀ  is the diffusion coefficient of electrons in the p-

type material, Ὀ  is the diffusion coefficient of holes in the n-type material, ὒ is 

the recombination length of electrons in the p-type material, ὒ is the 

recombination length of holes in the n-type material, and ὠ  is the applied 

voltage.
[50]   

For a thin diode, the total current is described by Equation 2.1.3.4, 

ὐ ή
  

Ὡ ρ  é 2.1.3.4 

where ὢ  in the undepleted width of the n-type material, and 

ὢ  is the undepleted width of the p-type material.  Both Equation 

2.1.3.3 and Equation 2.1.3.4 are of the form of Equation 2.1.3.5 with the 

saturation current depending on the thickness of the diode.
[51]  
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ὐ ὐ Ὡ ρ é 2.1.3.5 

When plotted, Equation 2.1.3.5 takes on the form of Figure 2.1.3.5. 

 

Figure 2.1.3.5:  Ideal dark diode equation as a function of applied voltage. The 

total current shifts when optically generated and thermally generated carriers are 

introduced.   However, these concepts are introduced below with PV and TPV 

photodiodes. 

 

 

2.1.4 The TPV Diode Stage 

  

The TPV diode operates on similar principle as the common p-n junction.  

In actuality a TPV diode is a photodiode consisting of a p-n junction.  Just as with 

a normal diode, a depletion region forms at the interface of the p-type and n-type 

regions, and an electric field is formed over the depletion region.  As stated in 

Section 2.1.3, there are direct and indirect transitions through which electrons can 

be excited into the conduction band.  When one of these excitations occurs within 

the depletion region, the built in voltage causes the hole/electron pair to be 

separated.  The charge separation disturbs the equilibrium state and if the diode is 
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in an open circuit, a potential voltage occurs (Voc).  If the circuit is shorted, there 

will exist a current (Isc) between the p-type and n-type regions.  The values of Voc 

and Isc are different for each photodiode and can simply be measured with an 

ammeter or voltmeter.  Figure 2.1.4.1 shows the ideal diode equation with the 

addition of photo generated   carriers.  The intersection of the current equation 

and the x-axis produces the open circuit voltage (Voc), while the intersection of the 

y-axis and the current equation produces the short circuit current (Isc).   

 

Figure 2.1.4.1: The ideal diode equation with the addition of optically generated 

carriers.  The open circuit voltage and short circuit current are marked. 

 

Not all of the optically generated electron/hole pairs result in a 

photocurrent.   Electrons may recombine with holes and return to the valence 

band.  The carrier recombination rate has a strong material and temperature 
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dependence.  In all cases, recombined carriers no longer contribute to the 

photocurrent unless they are once again excited to the conduction band.
[52] 

 

There are two types of recombination events, direct and indirect.
[53]  

Direct 

recombination events are spontaneous and produce photons. The direct 

recombination rate is proportional to the number of electrons in the conduction 

band, the number of holes, and a material dependent constant to represent the 

recombination probability.
[53]  

The recombination rate allows one to solve for the 

carrier lifetime (Űn), shown in Equation 2.1.4.1,  

†    é 2.1.4.1, 

where Ŭr is the recombination rate constant, no is the equilibrium value of 

electrons, and po is the equilibrium value of holes.
[53]  

The carrier lifetime is the 

amount of time on average, that an electron remains in the excited state without 

spontaneously recombining into the valence band.
[53]

 

 Indirect transitions are not as easy to describe as direct transitions.  One of 

the most significant types of recombination is known as Shockley-Read-Hall 

(SRH) recombination. This type of indirect transition occurs in two steps at defect 

centers.
[54]  

A defect is known as a trapping center if the particle is more likely to 

be re-excited back into the conduction band.  However, if the conduction band 

electron is more likely to recombine down to the valence band, then the site is 

known as a recombination center.  To transition back to the valence shell, first an 

electron or hole is captured.  If this recombination center can capture the other 

half of the electron/hole pair, the two particles recombine.  Therefore, SRH 

transitions require two steps: an electron capture and a hole capture.  Figure 
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2.1.4.2 shows the hole capture, recombination, and the electron capture from the 

valence band.
[54]  

It is important to note that hole or electron capture releases 

energy through phonon excitation.
[54]  

This in turn will create more thermally 

generated carriers, which increases the recombination rate of the photodiode.  

Therefore, eliminating defects and trap states is extremely important in TPV. 

 

Figure 2.1.4.2: Indirect transitions and the two step transition of a conduction 

electron to the valence band.  Notice that this can also be modeled as an electron 

losing energy to fall into the defect center and then losing more energy and 

transitioning back into the valence band. 
[54]

 

 

 An important detail to realize is that the in order for the defect center to 

act as an efficient trap site, its energy level must be below the Fermi energy.  

Therefore, the defect has both a substantial population of electrons and open 

lattice sites.  These open sites are where recombination occurs.
[54]   

 

 There are other forms of indirect recombination including Auger 

recombination and surface recombination.   Both of these recombination 

phenomena may also involve defects; for example, surface recombination occurs 

at the surfaces of a photodiode, usually an air/semiconductor barrier.
 [19]  

  At these 

interfaces, the periodicity of the semiconductor is broken creating numerous 
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energy levels between the valence and conduction bands.  These gaps act as 

recombination sites.   

 Auger recombination, however, is different than other recombination 

events in that the energy released from recombination excites another electron 

(but not into a new band).  This newly excited electron loses its energy to phonons 

which in turn heats the semiconductor.
[19]   

As the band gap becomes smaller, 

Auger recombination becomes more prevalent, leading to more recombination in 

TPV cells.  This is one problem we hope to overcome in this research.  Figure 

2.1.4.3 shows different types of recombination as well as their effect on carrier 

lifetime, open circuit voltage, and short circuit current. 
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Figure 2.1.4.3:  Recombination types and corresponding recombination rates as 

well as the effects on open circuit voltage and short circuit current.  These are at 

both low level and high level carrier injections.
[19]

 

 

A photodiode is typically characterized by three efficiencies (internal 

quantum efficiency, IQE; external quantum efficiency, EQE; and conversion 

efficiency, CE) as well as the ideal diode fill factor.  Both quantum efficiencies 

are is the efficiency of converting photons into conduction electrons.  For 

example, if every photon incident on a photodiode creates an exciton, the device 

has one-hundred percent IQE.  If only eighty-percent of these electrons reach the 

diode contacts, then the diode has an eighty-percent EQE. The quantum efficiency 

can provide useful information on how well a particular p-n junction creates 
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electron hole pairs.  The conversion efficiency is then determined by the total 

power which is able to be extracted by the diode.   

These three metrics provide significantly different information.  For 

example, alone, the IQE may be misleading.  If an electron/hole pair is formed 

outside of the depletion region, an electric field is not present to create charge 

separation.  As such, recombination will occur before a current can be obtained.  

Even if an electron/hole pair can be separated, there is a chance that the carriers 

will thermalize (recombine with a thermally generated electron or hole).
[7]  

Therefore, the IQE alone cannot determine how successful any particular 

photodiode maybe at converting photons into useable energy.  

Comparably, conversion efficiency,–, shown in Equation 2.1.4.2, is 

considered to be the ratio of the power output by the photo diode compared to the 

incident power of the photons   

–   é 2.1.4.2 

where  ὖ  is the power out from the photodiode, and ὖ  is the incident power 

due to the photon flux of all wavelengths.
[55]  

Theoretically, one-hundred percent 

conversion efficiency represents when all power incident is converted into 

electrical power.  Theoretically, maximum conversion efficiencies of 85 percent 

have been predicted for highly concentrated light sources with no losses and an 

infinitely large emitter.
[7]  

 

 In order to simplify the conversion efficiency analysis, the concept of fill 

factor can be employed.  The fill factor, shown in Figure 2.1.4.4, is the area 



44 
 

between the ideal diode equation and the x-axis and y-axis divided by the max 

power (Vmp multiplied by Imp).
[56]

 

 

Figure 2.1.4.4: The Fill factor is the area formed by multiplying Vmp by Imp 

divided by the area under the total current curve. 

 

The fill factor (Ffill ) can be described mathematically by Equation 2.1.4.3, 

Ὂ  
 

 ᷿  
  é2.1.4.3 

where I(V) is the experimentally found current equation as a function of applied 

voltage, also known as the I-V curve.
[56] 

The fill factor can only be found 

experimentally as it is dependent on the material and growth properties of each 

specific sample.  In terms of fill factor, the conversion efficiency can now be 

written as Equation 2.1.4.4,
[56]
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–
 
    é 2.1.4.4 

In order to help decrease the losses associated with recombination, the 

most common photodetectors utilize an intrinsic, or i-region, between the n-type 

and p-type materials.  The intrinsic region is not required to be completely 

intrinsic, but does need to have a high resistivity.
[57]  

For a p-i-n photodiode, the 

electric field, and hence potential voltage, is formed across the entire intrinsic 

region.    Because the i-region is larger than the depletion region of a comparable 

p-n junction, there are more electron/hole pairs successfully separated.  As such, a 

larger photocurrent can be created.  This assumption only holds true as long as the 

carrier lifetime, shown in Equation 2.1.4.1, is larger than the distance of the i-

region.
[57]  

The quantum efficiency of a p-i-n photodiode is represented by 

Equation 2.1.4.5 , 

ʂ Ⱦ    ... 2.1.4.5 , 

where ɖQ is the quantum efficiency, Jop is the density of the current due to photons 

(photocurrent), Jop/q is carriers per unit area per second, Pop is the optical power 

density, hv is the energy of a photon (h is planks constant and v is the frequency 

of the photon), and Pop/hv is the number of photons per unit area per second 

incident on the detector.
[57]   

The p-i-n photodiode is sensitive to the frequency of 

light incident.  In particular, the energy of the photon must be around the band 

gap energy of the intrinsic layer.
[57]  

If , for example, the photons do not have 

enough energy to excite carriers, then they will not be absorbed.  However, if the 

energy of the photons is too high, the photons will be absorbed before they 

penetrate into the i-region and recombine before they form a photocurrent.
[57]  
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This makes the p-i-n junction very appealing to photodetectors as it will only 

detect a particular range of frequencies.  Also, the p-i-n junction can be useful in 

TPV applications as the junction can be tuned to the incident spectrum from an 

emitter stage.   A representation of a p-i-n photodiode is shown in Figure 2.1.4.5. 

 

Figure 2.1.4.5: Representation of a p-i-n photodiode. 

 

To summarize, a photodiode of a TPV cell works in a few steps.  First, 

photons are incident on a diode.  The diode can either be a simple p-n junction or 

the more tunable p-i-n junction.  The photons with high enough energy then excite 

the electrons within the semiconductors to the conduction band.  Excitation can 

either occur through direct transitions or through indirect transitions which 

involve a heat transfer to the crystal structure.   If the electrons are excited near 

the depletion region, charge separation occurs and the electrons create a current 

through a closed circuit or create a potential difference across an open circuit.   

 As mentioned earlier, many of the problems associated with TPV diodes 

occur due to low quantum efficiency, high SRH recombination, and high Auger 

recombination (especially at long wavelengths). An in-depth analysis of 

semiconductor physics was needed to understand where these problems originate 
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and how to solve them.  For example, the two ways to increase the TPV diodeôs 

quantum efficiency is to match the incident spectrum to the semiconductorôs 

bandgap or increase the interaction time for photons/electrons. Also, decreasing 

Auger and SRH recombination can be done by decreasing the depletion region for 

long wavelength applications and improving crystallinity respectively. It is the 

goal of this research to optimize these three mechanisms using the metrics such as 

I-V curve analysis and characterization of crystal quality.  Novel device growth 

structures, fabrication techniques, as well nanostructures will also be implemented 

with the goal of improving TPV diode efficiencies. 
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2.2 Metamaterials 

 This section covers the basic theory behind two types of metamaterials, 

split ring resonators and photonic crystals.  The theoretical framework of this 

section is focused on understanding how multiple types of metamaterials can 

manipulate photons.  The applications of these photonic structures can be directly 

integrated into photodetection and TPV.  In particular, these metamaterials will be 

used to create filters, perfect emitters, and polarizers in order to solve problems 

such as increasing diode and photodetector quantum efficiency as discussed in 

section 2.1. 

 

List of Abbreviations 

Part 2 - Metamaterials 

MM - metamaterial A - absorbance V - electric potential 

µ - permeability ὡ - work R - resistance 

ʻ - permittivity J - current density I - electrical current 

n - index of refraction ύ  - plasma frequency Z - impedance 

║ - average magnetic flux 

density  
‐  - effective permittivity ʈ  - effective permeability  

╔  - max electric field E - electric field IR - infrared 

► - propagation direction ║  - average B-field PhC - photonic crystal 

ύ - wave frequency ╗  - average H-field k - Bloch wave vector 

t - time H - average magnetic field b - inverse lattice constant  

p - Veselago variable „ - conductivity a - lattice constant  

R - reflectivity C - capacitance ũ - gamma point 

T - transmittance Q - charge ◌ - angular frequency 
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2.2.1 Development of Metamaterials 

 Metamaterials have recently gained much attention for their unique optical 

properties.  In particular, there has been interest in frequency ranges from the 

visible to the microwave, and applications in waveguides, perfect absorbers, and 

perfect emitters.  The first predicted metamaterial was by V.G. Veselago from the 

P. N. Lebedev Physics Institute in 1964.
[9]

  Veselago predicted a ñleft handedò 

material with negative electric permittivity and magnetic permeability.  These 

materials are different from traditional materials in that standing waves can still 

propagate, unlike ferromagnetic materials or metals.  Also, many traditional 

properties such as Snellôs law operate in reverse.  Further discussion on ñleft 

handedò materials will consult with figure 2.2.1.1. 

 

Figure 2.2.1.1: Four quadrants defined using positive and negative permeability 

and permittivity. Quadrant 1 consists of dielectrics such as optical waveguides, 

Quadrant 2 consists of metals, Quadrant 3 consists of magnetic materials such as 

ferrites, and Quadrant 4 is the location of ñleft handedò materials such as 

metamaterials.  
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All  materials can be characterized with positive or negative permeability (µ) and 

permittivity (ʻ).  In particular, materials can be classified into for distinct 

categories: ʻ >0 and Õ >0, ʻ <0 and Õ >0, ʻ >0 and Õ <0, ʻ <0 and Õ <0.  

Particular attention should be paid to the ʻ <0 and Õ <0 category which exhibits 

ñleft handò material properties in monochromatic light.
[9]  

Furthermore, these four 

quadrants describe the physical properties of material, be it a ferromagnetic, 

metal, dielectric, semiconductor, or metamaterial (Figure 2.2.1.1). 

 In order to facilitate the discussion on ñleft handedò materials and move to 

the creation of the field of metamaterials, it is necessary to define some equations 

and properties, such as refractive index, the wave vector, and the group velocity.  

First, the index of refraction (n) is defined in Equation 2.2.1.1 
[9]

, 

ὲ  ̤ ʈz   é 2.2.1.1 

Also, the harmonic wave equation should be defined (Equation 2.2.1.2), 

╔ ὉὩ ▓z► ᶻ  é  2.2.1.2, 

where E is the electric field intensity, Ὁ is the max electric field,  ▓ is the wave 

vector (defined in Equation 2.2.1.3) , ► is the propagation direction, ύ is the wave 

frequency, and ὸ is the time.
[58] 

 

▓  ὲ    é 2.2.1.3, 

where c is the speed of light.
[58]  

Equation 2.2.2.1.2 can then be modified to 

Equation 2.2.1.4, 
[58]

 

Ὁ ὉὩ Ѝ̤ᶻ ᶻ
  é 2.2.1.4. 
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Veselago goes on to derive the variable p from Maxwellôs Equations. 
[9]

 The 

derivation determines that ñright handedò materials have a p value of +1, whereas 

ñleft handedò materials have a p value of -1.
 [9]

 In effect, the p value determines 

the sign of k; ñleft handedò materials have a negative k and ñright handedò 

materials have a positive k. 

In Quadrant I of figure 2.2.1.1 (ʻ >0 and Õ >0), a material has typical 

ñright handedò properties.  For example, if both ʻ and Õ are positive, then a wave 

can propagate within the material, as can be seen in Equation 2.2.1.4.  Quadrant II 

and IV prove to be different, if ʻ <0 or Õ <0, then Ѝ̤ ʈz becomes imaginary, and 

Equation 2.2.1.4 simplifies to an exponential decay allowing no propagating 

waves.  This simple outlook does not always capture the entire picture as surface 

oscillations may form at the interface when certain boundary conditions are 

met.
[59]

  Such conditions include a specific propagation constant and dielectric 

constant allowing the formation of  surface plasmon polaritons; however, this is 

outside the necessary background for this work.
[59]

 

 Quadrant III of figure 2.2.1.1 describes ñleft handedò materials.  In this 

quadrant, Equation 2.2.1.4 once again becomes a wave as both ʻ <0 and Õ <0.  

However, the p value derived by Veselago has some interesting implications to 

potential applications of these ñleft handedò materials. For example, Snellôs law 

becomes Equation 2.2.1.5, 

̤

̤
   é2.2.1.5. 

where the subscript 1 represents material 1 and subscript 2 represents material 2, 

shown in Figure 2.2.1.2. 
[9]
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Figure 2.2.1.3: Depicting the ñleft handedò and ñright handedò transmission 

(blue) at an interface using Equation 2.2.1.5. 
[9]

 

 

As can be seen from Figure 2.2.1.3 and Equation 2.2.1.5, the p factor will reverse 

the sign of the transmission angle through a ñleft handedò material.  The change 

in transmission angle has allowed for amazing properties which have been 

utilized in the creation of metamaterial superlensing.  Figure 2.2.1.4 summarizes 

the modified harmonic wave equation and depicts optical transmission in each of 

the four quadrants. 
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Figure 2.2.1.4: The propagation of light derived from the wave equation 

separated into quadrants based on the sign of the permittivity and permeability. 

Quadrant 1 and Quadrant 3 allow for the propagation of light.  Quadrant 2 and 

Quadrant 4 create exponentially decaying evanescent waves.  

 

 One of the more important points to note is that a metamaterial does not 

have to fall into quadrant III.  Equation 2.2.1.1 shows that if one can alter the 

permittivity or permeability, one can match multiple indexes of refraction, and 

create zero reflection.  All metamaterials have been shown to be very useful at 

creating a designer index of refraction.  As such, these devices have been the 

subject of a significant amount of research. For example, the split ring resonator 

geometry allows the magnetic response to be tuned independently of the electric 

response. Through the tuning of each of the resonances it is possible to match the 

impedance Z(w) to free space (e~m, Ÿ Z=Z0)  and minimize the reflectance at a 

specific frequency. This is characterized by Equation 2.2.1.6, 

R= 1-T-A  é 2.2.1.6 
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where R is reflectivity, T is transmittance and A is absorbance. If  the material is 

impedance-matched to the surrounding media, the transmission is governed by the 

quantity n2kd, where d is the absorber thickness.  Therefore, the transmission 

through an index matched metamaterial is governed by the absorption within the 

bulk with no influence from surface reflections. 

Up to this point, only the material properties of metamaterials have been 

discussed.  However, the question arises, ñWhat materials have both ʻ <0 and 

µ<0, or how can one tune these properties?ò  As shown through energy density 

(W), it becomes physically possible for negative index materials to be created.
 [9]  

  

In effect, if there is no dispersion or absorption, total energy would be negative 

for ñleft handedò materials, as shown in Equation 2.2.1.7. 
[9]  

 

ὡ  ̤╔ ʈἒ   é2.2.1.7 

Negative total energy, however, is not physically possible.   However, if both 

sides of Equation 2.2.1.7 are multiplied by frequency(w) and then the derivative is 

take with respect to w the result (Equation 2.2.1.8) does not allow for negative 

energy.
[1] [60]  

It is known that ̤  and ʈ are frequency dependent, therefore total 

energy can be positive even with negative permeability and permittivity. 
[9]

 

ὡ  ╔
̤
ἒ   é2.2.1.8 

 The problem then becomes determining a material that satisfies ʻ <0 and Õ 

<0.
[9]  

V. G. Veselago suggested ferromagnetic materials which have large 

magnetic susceptibilities may qualify.  Within his analysis, it became theoretically 

possible for these materials to have both ʻ <0 and Õ <0.  Veselago finally 

suggested several semiconductors that would satisfy these conditions if carrier 
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mobility could be increased.
 [9] 

However, it was not until 1999 that the first true 

metamaterials were produced. 

 There has been considerable effort to construct engineered 

electromagnetic materials, beginning with original work by Pendry et al. to create 

an artificial material with negative permittivity. 
[61] 

 This initial worked theorized 

that if a metal wire was fabricated on a dielectric material, the permittivity of the 

interface could be approximated by using the effective electron mass of the 

metal/dielectric (ά  in Equation 2.2.1.9) and the effective electron density of 

the metal/dielectric (ὐ  in Equation 2.2.1.10), 

ά  ÌÎ ὥὶϳ   é 2.2.1.9 

ὐ ὔ   é  2.2.1.10 

where ʈ is the permeability of free space, q is the charge on an electron, r is the 

radius of the wire, a is the lattice constant of the pattern, and N is the electron 

density of the metal. If these values are inserted into Equation 2.2.1.11 to 

determine the plasma frequency, ύ , of the structure, the effective permittivity 

can be calculated using Equation 2.2.1.12. 

ύ  
 

 
 é 2.2.1.11 

‐ ρ    é  2.2.1.12 

Equation 2.2.1.12 may not completely capture the effective permittivity of 

present-day metamaterials, but, it was nonetheless revolutionary. Equation 

2.2.1.12 allows that by placing a metallic structure on a dielectric, an effective 
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negative permittivity can be obtained over the entire surface due to an increased 

effective electron density, as compared to the dielectric. [61] 
  

 This line of thought was continued to determine an effective permittivity. 

It should be noted that the effective permeability can be calculated using the 

average magnetic field (H) and average magnetic flux density (B).  For example if 

the effective permeability was to be calculated for an array of hollow cylinders, it 

would be done starting from the definition of an average B-field, ║  in 

Equation 2.2.1.13, and average H-field, ╗  in Equation 2.2.1.14, and ending 

with approximately Equation 2.2.1.15 (the full derivation can be found in [62]), 

ὄ ʈʈ Ὄ  é 2.2.1.13 

Ὄ Ὄ
 
ὐ é 2.2.1.14 

ʈ  ρ Ὥ  é 2.2.1.15 

where „ is the conductivity of the metal and J is the current density in the 

cylinder.  In this exercise ʈ  has an imaginary component, but is never negative 

in value.  However, if a capacitive element, C, is added to the hollow cylinder 

array, the effective permeability becomes Equation 2.2.1.16. 

ʈ ρ
 

 é 2.2.1.16 

Equation 2.2.1.16 can be negative in value.  These two relatively simple examples 

describe how a structure can be created with an artificially designed permeability 

and permittivity.   The structure must have metallic elements present which alter a 

dielectricôs plasma frequency, and in turn, its permittivity.   The amount of metal 

used directly determines the value of the permittivity, allowing very fine control. 
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Also, the surface must allow for a flowing current (Equation 2.2.1.14) and have a 

capacitive element in the circuit (Equation 2.2.1.16).
[62]  

 The amount of current 

flowing, and the value of the capacitance directly control the value of the effective 

permeability.  The gap within the metallic ring (Figure 2.2.1.5) is known as a split 

gap, and can be modeled as a parallel plate capacitor. Using these tuning 

mechanisms, it became possible to fabricate the first true metamaterial devices 

known as split ring resonators, shown in Figure 2.2.1.5.
[63]

 

 

Figure 2.2.1.5: First experimentally verified metamaterial structure.
 [63] 

 

 There are problems with present permeability/permittivity metamaterials. 

While these devices are perfectly scalable to new wavelengths, technological 

limitations have kept these devices from operating in the near-IR and mid-IR.  

However, the benefits of these metamaterials, including perfect 

absorption/reflection/transmission, imply that the integration of these MM devices 

into the IR would benefit both IR photodetection and TPV research.  Therefore, it 

was the goal of this research to create an IR metamaterial perfect emitter for TPV 

applications which would provide spectral control and improve the quantum 

efficiency of a TPV diode.  Also, a metamaterial polarization grid was created 

with the hope of improving IR-photodetection technologies. 


























































































































































































































































































































































































































































































