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Abstract

Let Ga be the additive algebraic group over an algebraically closed field k of odd

characteristic. This thesis considers group extensions H of Ga by Ga. By [Ros56],

every unipotent group has a closed subgroup isomorphic to Ga and a quotient which

is isomorphic to Ga. By studying extensions of Ga by Ga, we study every connected

two dimensional unipotent group.

In Chapter 4, we provide the description of an arbitrary H with cohomological

data as in [Jan03] and the description of Lazard’s exponential as in [BD06]. From

the orbit method, we give the representations of the finite group H =H(Fq) in terms

of the cohomological data of the extension H.

In Chapter 5 we find conditions for an algebraic torus T =Gm(Fq) to act on H

by automorphisms. Given G =H⋊T , we provide a description of the representations

of G both over a characteristic 0 field and over a field of characteristic ` which divides

the order of T using the representations found in 4.

Other “terminal” results appear where appropriate. We show that every perfect

group scheme is a subgroup of a product of perfectized Witt vectors in Chapter 3

by modifying an argument of Serre in [Ser88] and give a bound on the dimension

of the cohomology of an arbitrary reductive group from first principles in 6. Matrix

embeddings for arbitrary two dimensional H can be found in Chapter 4.
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Chapter 1

Introduction

There was, at some point, hope of creating a thesis that was readable by the public.

The moral imperative is to convey mathematics as readably as possible so that it

can reach the largest possible audience. Not only that, but it would be really nice

to talk to friends and family about what I’ve been doing for the last five years.

As mathematicians, we’re pretty used to not being able to explain what we do

to non-mathematicians. David Mumford has a sequence of fascinating blog posts

at [Mum14] about trying to write an obituary for Grothendieck in Science. He

writes

“The gap between the world I have lived in and that even of scientists

has never seemed larger. I am prepared for lawyers and business peo-

ple to say they hated math and not to remember any math beyond

arithmetic, but this!?”

To do a thesis in a straightforward way is a goal I believe in, but one that

I would have been entirely unable to achieve. In writing my research, it quickly

became apparent that there were at least two major obstructions to writing for the

“lawyers and business people” who generate my immediate family.

First, there is an enormous literature needed to define Algebraic Groups, the

fundamental object of study of this thesis. Definitions, examples, and theorems

are pulled from a wide range of textbooks. Primarily, I used [DF04] and [Lan84]

for Algebra, [AM69] for commutative algebra, [Mum88] for varieties and schemes,

and [Spr98] for algebraic groups. For the required representation theory, I used

[Ser77] and [CR06] and for category theory and homological algebra I used [Jan03]

and [Wei94]. Background chapters from those books are, quite selfishly, excluded as

much as possible.

The second obstruction is in writing style. While I’m confident in my ability to
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entertain you for most of the introduction, I don’t have many funny things to say

when introducing k-group functors. Moreover, if I were capable of writing something

that was both one hundred pages and entertaining, I probably wouldn’t write it on

this.

The target audience for this thesis is a graduate student with a good working

knowledge of graduate algebra. For those readers, the remainder will likely be chal-

lenging but possible. Interested professors should skim Chapter 2 and begin reading

in Chapter 3. If you, like most people, are not in one of those two categories, there

is a real chance it is not worth your time to read beyond the introduction.

This thesis deals with the structure and representations of unipotent algebraic

groups. There are two building blocks for a linear algebraic group: reductive groups

and unipotent groups. Many theorems which are true of reductive groups are not

true of those which are unipotent. As an example, reductive algebraic groups over a

sufficiently nice (algebraically closed) field have a complete classification. Not only

does a classification not exist for unipotent groups, it is not expected that one ever

will.

It is now necessary to be temporarily technical, but the non-mathematical por-

tions of the introduction will resume in a few paragraphs. For any algebraic group

G defined over Fq, the finite points G(Fq) are also a group. Those groups have

representations, group homomorphisms G(Fq) → GLn(C), even though G doesn’t

itself have an interesting theory of complex representations.

The situation was improved by Lusztig with the concept of a “character sheaf”

for reductive groups in a series of papers starting with [Lus85]. Character sheaves

are a construction of a geometric theory of characters which is as close as possible to

the character theory of the underlying finite points G(Fq). Naturally, it took time

to modify definitions which worked for reductive groups into definitions that would

be useful for groups which are unipotent. The thesis work of Boyarchenko [Boy07]

and subsequent papers with Drinfeld ( [Boy13], [Boy10], [BD14]) do exactly that.
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Fundamental to that study is the notion of L-packets, the fibers of a map

Irr(G(Fq),C×) → Irr(G,C×)Gal(k/Fq)

where k is an algebraic closure of Fq. Two irreducible representations of G(Fq)

are L-indistinguishable if they have the same image in Irr(G,C×). The smallest

possible example of groups with nontrivial L-packets was introduced in [BD06], the

“fake-Heisenberg” groups.

This thesis generalizes those groups and finds all two dimensional unipotent

groups with nontrivial L-packets explicitly. The strategy is to look at the repre-

sentations of U(Fq), the finite points of some unipotent algebraic group U , through

the lens of group extensions. The strength of this methodology was quickly apparent:

not only in finding results, but in providing clarity for the general case of unipotent

algebraic groups.

My objective in writing this is to convince a working mathematician that the

methods written here are not a way to study unipotent algebraic groups but that

they are the way. Because of the efficacy of group extensions on unipotent groups,

the combination of the orbit method with known extension data was completely and

totally effective in analyzing two dimensional unipotent groups over perfect fields.

Moreover, the obstructions to the next generalization are obvious but difficult.

Given my results, there are a couple of immediate applications. Chapter 5 is one

such application. If we have a group U with certain conditions, we can build B which

contains U as a normal subgroup. The representations over a not algebraically closed

field ` are then accessible in this case while being very difficult in general. Another

application is at the end of Chapter 4: a construction for inputting these groups into

a computer algebra system. As a counterexample these groups have the advantage

of being small by computational standards and having known representation theory.

The remainder of this thesis will by necessity be very technical and not readable

by the public. To those friends, family, scientists, lawyers and business people looking

to read my thesis, I encourage you to read no further.
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1.1 Results

The work of Chapter 4 is to find the characters of an arbitrary two dimensional

unipotent group H = H(Fq) where H is an algebraic group defined over Fq. A

result in Jantzen (given here as Corollary 4.1.3) says that every extension of Ga by

Ga is given by an alternating factor system β and a factor system of Witt-type ω.

The chapter culminates to the following theorem, which associates a coadjoint orbit

and a character using the factor system β +ω ∈ Ext(Ga,Ga), defined over Fq, which

defines H.

Given elements ψ(u,w) ∈ g∗ as defined in Theorem 4.2.5 we have the following

explicit description of their coadjoint orbit Ω ⊂ g∗ and the associated characters:

Theorem 4.2.1. Let Fq be a finite field of order pr and let H be an extension of Ga

by Ga corresponding to the factor system β+ω and H =H(Fq). Let α1 ∶ Z/pZ→K×

and α2 ∶ Z/p2Z → K× be choices for a primitive p-th and p2 root of unity and let

tr = trFq/Fp .

1. If ω = 0, then elements of the coadjoint orbit of ψ(u,w) are of the form ψ(u′,w)

and the characters of irreducible representations are given by

ρΩ(g1, g2) =
1

(card Ω)1/2 ∑
(u,w)∈Ω

α1 tr(ug1 +wg2) ∀(g1, g2) ∈H.

2. If ω ≠ 0 then

ω(x, y) = φ(x)
p + φ(y)p − (φ(x) + φ(y))p

p
.

Elements of the coadjoint orbit of ψ(u,w) are of the form ψ(u,w′) and the char-

acters of irreducible representations are given by ρΩ(g1, g2) which equals

1

M
∑

(u,w)∈Ω
α2 tr(φ(u)φ(g1), φ(u)pg2 + φ(g1)pw) ⋅ α1(tr g1u)

when φ is not an isomorphism and

1

M
∑

(u,w)∈Ω
α2 tr(φ(u)φ(g1), φ(u)pg2 + φ(g1)pw)
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if φ is an isomorphism for every (g1, g2) ∈Hω and M = (card Ω)1/2.

Then, in Chapter 5 we find necessary and sufficient conditions expressed in terms

of the cocycle β + ω for a torus to act on an arbitrary two dimensional unipotent

group by automorphisms. If T =Gm(Fq) and U =Hβ+ω(Fq) we have

Theorem 5.1.1. Suppose T =Gm(Fq) is a torus defined over Fq and that T acts (by

Fq-morphisms) on the group U by the rule t⋅(u1, u2) = (tau1, t
bu2+tbp(u1)−p(tau1)).

If U is defined by the factor system γ then γ+∂p is homogeneous for some polynomial

p ∈ k[T ]. If γ + ∂p is homogeneous of degree i, then b = ia. Thus there exists

a nontrivial torus action if and only if U is isomorphic to a group defined by a

homogeneous factor system.

With that torus action, we can buildG = U⋊T which has U as a normal subgroup.

The group G is no longer a p group, so we find its representations not only over a

characteristic 0 field K but over an arbitrary field κ with char(κ) = ` ≠ p. The

result of Chapter 5 says that every irreducible κ-representation can be lifted from a

representation of U . More precisely:

Theorem 5.2.1. Every irreducible κ-representation of G is of the form indGS M

where M is an irreducible representation of S with the form resSUM ≅W for W an

irreducible representation of U with stabilizer S.
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Chapter 2

Background

The fundamental object of study in this thesis is the “linear algebraic group”. The

definition of a linear algebraic group pulls heavily from algebraic geometry as found

in [Mum88]. The idea is to build a group which also has geometric structure as an

affine variety. From there we will discuss the finite points of algebraic groups and

the representations of those finite groups.

After that, we will move to a discussion of unipotent algebraic groups. We give

a full treatment of relationship between cohomology and group extensions as found

in [DBFPS08]. Then, we give a proof of the statement that every unipotent group

is a multiple extension of additive groups. Furthermore, every unipotent group has

a quotient and a subgroup which is isomorphic to Ga.

The background information for the thesis is not constrained entirely to this

chapter – other necessary information appears sporadically throughout the docu-

ment. Relevant theorems related to extensions of Ga by Ga appears in Chapter 4

and representation theoretic background on Clifford theory, extendable characters

and modular representations appears in Chapter 5.

2.1 Algebraic Groups

Algebraic groups are, fundamentally, groups which are algebraic varieties. There

are any number of good resources for more context on varieties, we primarily use

[Mum88].

We fix k an algebraically closed field. Given a set of polynomials fi in n variables,

we would like to study the locus of roots of those polynomials all at once. That locus

of points has a geometry, but we can study those points with algebra.

A closed algebraic subset of kn is a set consisting of all roots of a finite collection

of polynomials. Such a set only depends on an ideal a ⊂ k[X1, . . . ,Xn] by Hilbert’s
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Nullstellensatz:

Theorem 2.1.1. Let a be an ideal in k[X1, . . . ,Xn] and let Σ be a closed algebraic

set. Let

V (a) = {x ∈ kn ∣ f(x) = 0 ∀f ∈ a}

and let

I(Σ) = {f ∈ k[X1, . . . ,Xn] ∣ f(x) = 0 ∀x ∈ Σ}.

Then I(V (a)) =
√
a.

The Nullstellensatz gives the relationship between closed algebraic sets and ideals

of k[X1, . . . ,Xn]. We can make a stronger statement relating algebraic sets to k-

algebras provided those k-algebras are finitely generated and reduced:

Proposition 2.1.2. [Mum88, Proposition 1.3.2] Algebraic sets X are in bijection

with finitely generated reduced k-algebras where a k-algebra is reduced if it has no

non-zero nilpotent elements.

The affine variety X corresponding to the finitely generated reduced k-algebra

B is the set of maximal ideals of B. We identify that set of maximal ideals with

an algebraic set by representing B as a quotient k[X1, . . . ,Xn]/I and using the

Nullstellensatz to identify X with the subset V (I) in An. We write k[X] for the

k-algebra B corresponding to X.

Now, suppose that Σ1 ⊂ kn1 and Σ2 ⊂ kn2 are algebraic sets. We call a map

α ∶ Σ1 → Σ2 a morphism if it is polynomial. That is, α is defined by n2 polynomials

fi in n1 variables so that

α(x) = (f1(x1, . . . , xn1), . . . , fn2(x1, . . . , xn1)).

Such a morphism has a comorphism, an induced ring homomorphism on α∗ ∶

k[Σ2] → k[Σ1] which takes f ∈ k[Σ2] to f ○ α ∈ k[Σ1].

Roughly speaking, an algebraic variety is a topological space with a sheaf of
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k-valued functions which “locally” is isomorphic to an affine variety. Further in-

formation for topological spaces with sheaves of rings can be found in [Mum88]

or [Gro60].

Example 2.1.3. Let An be the algebraic set {x1, . . . , xn∣xi ∈ k}. The set of poly-

nomials which is 0 on the entirety of An is only the 0 polynomial. Therefore, the

coordinate ring is k[X1, . . . ,Xn]/⟨0⟩ ≅ k[X1, . . . ,Xn]. By definition, this is an affine

variety. We call An affine n-space.

Let G be an affine variety. If G is also a group with morphisms of varieties µ ∶

G×G→ G and i ∶ x→ x−1, we call G a linear algebraic group. The associated algebra

morphisms on k[G] have names: we call ∆ ∶ k[G] → k[G] ⊗ k[G] comultiplication

and ι ∶ k[G] → k[G] the antipode. The identity of the group is given by the counit

e ∶ k[G] → k.

Example 2.1.4. The affine lineA1 is an algebraic group in the following way. Suppose

k[A1] = k[T ]. We then define a comultiplication, antipode and counit.

Let comultiplication be given by

∆ ∶ T ↦ T ⊗ 1 + 1⊗ T.

A choice of antipode determines a choice of counit. If the antipode is

ι ∶ T ↦ −T + a

with a ∈ k then the counit must be given by the map from T → k which takes

e ∶ T ↦ a. However, as an algebraic group, this is isomorphic to the structure given

by ι ∶ T ↦ −T and e ∶ T → 0 for any a. We try to not lose much sleep over these

choices. This group is called the additive algebraic group and is denoted Ga.

Products of additive groups are called vector groups and they give a group struc-

ture on affine n space. In fact, every unipotent algebraic group is isomorphic as a

variety to An for some n. We will sketch a proof later.

A homomorphism of algebraic groups is a morphism of varieties which is also a
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group homomorphism. An isomorphism of algebraic groups is an isomorphism of

varieties which is also a group isomorphism.

Suppose G and H are algebraic groups. A group isomorphism φ ∶ G → H is not

necessarily an isomorphism of algebraic groups. Such a φ will give a bijection on

the points of the underlying algebraic variety, but that bijection is not necessarily

an isomorphism of varieties.

The Frobenius σ ∶ Ga → Ga which takes x → xp is a group isomorphism from

(k,+) to (k,+) which is not an isomorphism of algebraic groups. The “inverse” would

be the p-th root map which is not a morphism of varieties.

Any closed subgroup of GLn is an affine variety so it is a linear algebraic group.

Justification for the phrase “linear” comes from the converse which is true as well:

Theorem 2.1.5. [Spr98, Theorem 2.3.7] Let G be a linear algebraic group. There

is an isomorphism of G onto a closed subgroup of some GLn.

Given a linear algebraic group over a field k, we can define F -rational points for

any subfield F ⊂ k. Given a group G which is defined over F , we call the set of

F -homomorphisms F [G] → F the F -rational points of G and denote the set G(F ).

This is the same data as F -morphisms A0 → G where A0 is a point.

We will be interested in the representations of the group G(Fq) of Fq-rational

points for certain groups G. Note that an Fq-variety is not determined by its set of

rational points.

Example 2.1.6. We compare R[T,T −1] and R[X,Y ]/⟨X2 +Y 2 − 1⟩. The R-rational

points of these structures are different; the first gives the multiplicative group R×

while the second gives a circle, S1. If we extend the field to an algebraic closure C,

set V = X + iY and W = X − iY . Then ⟨X2 + Y 2 − 1⟩ = ⟨VW − 1⟩ so these are both

isomorphic to the algebraic group Gm with coordinate ring C[T,T −1].

This demonstrates the main obstruction to working over fields which are not

algebraically closed. When F is a subfield of k which is not algebraically closed,

an F -variety can be extended to a different algebraic group over k. If G is a linear

algebraic group defined over a field F it has coordinate ring F [G]. Then, the group
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of F rational points is

G(F ) = HomF−alg(F [G], F )

and for any field extension E of F we have

G(E) = HomF−alg(F [G],E).

2.2 Representations of Finite Groups

Suppose that G is an algebraic group defined over Fq and that G = G(Fq). Sup-

pose F is an arbitrary field and V is a finite dimensional F vector space, an F -

representation or representation of a finite group is a group homomorphism ρ ∶ G→

GL(V ). In notation we can suppress the data of ρ and call V a G-module. The

dimension of V as a vector space is called the dimension of the representation. A

representation is irreducible if it has no proper nontrivial submodules.

From a group G we can build an algebra FG by extending the product in G

linearly. The regular representation of G is the group algebra FG, the collection

of all formal sums of elements of G. The regular representation contains every

irreducible G module as a submodule. An F -representation of G is the same as an

FG-module. Conversely, we can restrict a representation of FG to a representation

of G. The study of G-modules is in that way identical to the study of FG-modules.

Theorem 2.2.1 (Maschke). Let G be a finite group and F a field whose character-

istic does not divide ∣G∣. Then every FG-module is completely reducible.

Now, suppose that ρ is a F -representation of G. The F -character χ of G asso-

ciated to ρ is the function

χ(g) = trρ(g).

Not only are characters class functions G → F , but for any sufficiently large field

F of characteristic not dividing ∣G∣ the characters span the space of class functions.

Related to that, over a sufficiently nice field the characters of an abelian group are

all 1-dimensional. The F -vector space of class functions on G has a non-degenerate
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inner product defined by the rule

⟨χ, θ⟩ = ∑
g∈G

χ(g)θ(g−1).

Suppose that H ⊂ G. A FG-module V is a FH-module resGH V which we call the

restriction. A FH-moduleW can similarly be induced to G by indGHW = FG⊗FHW .

We have a relationship between induced modules and restricted modules by Frobenius

Reciprocity

Lemma 2.2.2 (Frobenius Reciprocity). [CR06, Theorem 10.8] Let H ≤ G and let

L be a left FH-module and M a left FG-module. Then there exists an isomorphism

of F -modules

HomFH(L, resGHM) ≅ HomFG(indGH L,M).

We can induce or restrict characters by inducing or restricting the associated

module. Frobenius Reciprocity can also be stated for class functions as:

Lemma 2.2.3. [CR06, Theorem 10.9] Let H ⊂ G and suppose that φ is a class

function on H and that θ is a class function on G. Then

⟨φ, resGH θ⟩ = ⟨indGH φ, θ⟩.

2.3 Unipotent Algebraic Groups

Suppose V is a finite dimensional k-vector space. An endomorphism n of V is

nilpotent if ns = 0 for some positive integer s. An endomorphism u is unipotent if

u − 1 is nilpotent. Since k has characteristic p, u is unipotent if and only if up
i = 1

for some integer i. We call a linear algebraic group unipotent if every element is

unipotent. The following two statements from [Spr98] give a characterization which

justifies the nomenclature.

Proposition 2.3.1. [Spr98, Proposition 2.4.12] Let G be a subgroup of GLn con-

sisting of unipotent matrices. There is x ∈ GLn such that xGx−1 ⊂ Un, the group of

upper triangular matrices with 1 on the diagonal.
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Corollary 2.3.2. [Spr98, Corollary 2.4.13] A unipotent linear algebraic group is

nilpotent, hence solvable.

An isogeny is a surjective homomorphism of algebraic groups with finite kernel.

In positive characteristic, interesting isogenies arise as a result of the Frobenius

morphism. As an example, consider xp −x ∈ Hom(Ga,Ga). This is called the Lang-

isogeny and it is surjective when k is an algebraic closure of Fp. Isogenies will play

a fundamental role in the classification of connected commutative unipotent groups.

Now, let A and B be connected unipotent k groups and let A be commutative.

An extension of B by A is a group C so that

0 A C B 1i π

with maps i and π is an exact sequence. We usually refer to an extension without

explicitly mentioning i and π, but technically all three are part of the data of the

extension.

We call a morphism of algebraic varieties f ∶ B × B → A a factor system if it

satisfies

f(a, b) + f(ab, c) − f(b, c) − f(a, bc) = 0. (2.1)

A factor system is sufficient to define the extension of groups

0 A C B 1

where A is central in C. We can define the operation on C given a fixed f . We

construct C ≅ B ×A as a variety with group operation given by

(b1, a1)(b2, a2) = (b1b2, a1 + a2 + f(b1, b2)).

One can immediately check that the factor system condition is exactly equivalent to

checking that this group operation is associative.

Given an extension C determined by the factor system f , we have a section



14

s ∶ B → C given by s(b) = (b,1). In a similar way, if there exists a section s ∶ B → C

then there exists a factor system β ∶ B ×B → C. One can take

β(b1, b2) = i−1(s(b1b2)s(b−1
1 )s(b−1

2 )).

Given such a section, the ordered pair from the previous paragraph is exactly

i(a)s(b).

However, existence of such a section (equivalently, a factor system) is nontrivial.

We will show in Subsection 2.3.1 that every unipotent group over a perfect field is a

multiple extension of additive groups.

Let f ∶ A→ A′ be a homomorphism. The pushforward of f is the unique extension

f∗(C) so that there exists a homomorphism F ∶ C → f∗(C) which makes the diagram

0 A C B 0

0 A′ f∗(C) B 0

f F id

commute. Similarly, for a homomorphism g ∶ B′ → B the pullback of g is the unique

extension g∗(C) so that there exists a homomorphism F which makes the diagram

0 A g∗(C) B′ 0

0 A C B 0

id F g

commute. The pushforward and pullback are notated fC and Cg. Two extensions

H1 and H2 are isomorphic as extensions if there exists an isomorphism φ ∶H1 →H2

which makes the diagram

0 A H1 B 0

0 A H2 B 0

id φ id

commute. A morphism g ∶ B → A with δg ∶ B × B → A given by δg(b1, b2) =

g(b1b2) − g(b1) − g(b2) yields exactly such a map. The isomorphism φ associated to
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g takes (b1, a1) in H1 to (g(b1), a1) and if C has factor system f , the isomorphism

implies H2 has the factor system f + δg. We call factor systems which are δg for

some g trivial.

We can compare factor systems to cohomological data from the Hochschild com-

plex from [Jan03].

Definition 2.3.3. [Jan03, Section 4.14] Let G be an algebraic group and let M be

a G module. The chain complex C∗(G,M) has Cn(G,M) = M ⊗ ⊗n k[G] with

boundary maps from Cn to Cn+1 by ∂n = ∑n+1
i=0 (−1)i∂ni where

∂n0 (m⊗ f1 ⊗⋯⊗ fn) = ∆M(m) ⊗ f1 ⊗⋯⊗ fn

∂ni (m⊗ f1 ⊗⋯⊗ fn) =m⊗ f1 ⊗⋯⊗ fi−1 ⊗∆G(fi) ⊗⋯⊗ fn

∂nn+1(m⊗ f1 ⊗⋯⊗ fn) =m⊗ f1 ⊗⋯⊗ fn ⊗ 1.

The chain complex C∗(G,M) is called the Hochschild Complex.

Each Cn(G,M) can be interpreted as morphisms Gn → M . In that way, the

image of C1 in C2 under ∂1 are trivial factor systems: ∂1 takes

∂1(m⊗ f1) = ∆M(m) ⊗ f1 −m⊗∆G(f1) +m⊗ f1 ⊗ 1

=m⊗ 1⊗ f1 +m⊗ f1 ⊗ 1 −m⊗∆G(f1)

which are exactly the maps f(a) + f(b) − f(ab) from G ×G →M , the trivial factor

systems. We similarly have that the kernel of C2 under ∂2 are all factor systems

G×G→M . This gives a bijection between isomorphic classes of extensions of B by

A and H2(B,A).

There exists a theory of cohomology of abstract groups with the same cocycle

condition 2.1 where it is not required factor systems are morphisms of varieties. This

gives a different notion of group cohomology than the one given.
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2.3.1 Unipotent groups as extensions

For the remainder of this chapter until Chapter 4 we no longer require that k be

algebraically closed and instead ask that it be perfect. We now show that every

connected unipotent group over a perfect field k is a multiple extension of groups

of the type Ga(k) following the argument from [McN10, Section 2.2]. A connected

unipotent linear group U is k-split if there is a sequence of closed, connected normal

subgroups of U

1 = Um ⊂ Um−1 ⊂ ⋯ ⊂ U1 ⊂ U0 = U

so that each quotient is isomorphic to Ga. By [Spr98, Corollary 14.3.10] every

connected unipotent group over a perfect field is k-split.

Proposition 2.3.4. [Spr98, Theorem 14.2.6] as in [McN10] Suppose that the linear

algebraic group G has a normal, connected, k-split unipotent subgroup R. Then there

is a morphism of k-varieties s ∶ G/R → G which is a section to π ∶ G→ G/R.

This follows essentially from a result widely attributed to Rosenlicht as written

in [Ros56]. Now, suppose U is defined over an algebraically closed field. Then there

is an exact sequence

1 Ui+1 Ui Ga 0i π

with a section s ∶Ga → Ui. Therefore, there is a factor system Ga×Ga → Ui+1 which

defines an extension of Ga by Ui+1. As a corollary,

Corollary 2.3.5. [Spr98, 14.2.7] If G is k-split it is isomorphic as a k-variety to

An.

On the other hand,

Theorem 2.3.6. [Spr98, Lemma 14.39] Every k-split group has a closed normal

central subgroup N that is isomorphic to Ga.

Therefore, every Ui has a normal subgroup Ga and the sequence
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0 Ga Ui Ui/Ga 1i π

also has a section by Proposition 2.3.4. This defines an extension of U/Ga by

Ga. Since Ui/Ga is a unipotent group of dimension strictly less than Ui, every

unipotent group is a repeated central extension of additive groups. Furthermore,

every unipotent algebraic group has a quotient which is isomorphic to Ga and a

subgroup isomorphic to Ga.
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Chapter 3

Commutative Unipotent Groups

Let k be a perfect field of characteristic p. Over k, the Witt ring is also a unipotent

linear algebraic group. Products of Witt vectors play a structural role in the theory

of commutative unipotent algebraic groups by theorems in Algebraic Groups and

Class Fields [Ser88] and recalled here as Theorem 3.1.5. The first section deals with

the definitions of the Witt ring, truncated Witt vectors and their structure as group

extensions. Since they are commutative groups, their irreducible representations over

finite fields are not complicated but they play a large role in the following chapters.

The material of Section 3.1 is from [Ser79] and [Ser88] with some perspectives from

[McN02] and [DBFPS08].

The second section gives definitions for perfectization, as found in [BD06] and

[Gre65]. From those definitions and the arguments [Ser88] we construct the analogue

of Theorem 3.1.5 for perfect unipotent group schemes.

3.1 Witt Vectors

Let (X0,X1,X2, . . .) and (Y0, Y1, Y2, . . .) be two sequences of indeterminants. Given

a prime number p the Witt Polynomials are given by

W 0 =X0

W 1 = pX1 +Xp
0

W 2 = p2X2 + pXp
1 +X

p2

0

⋮

Wn =
n

∑
i=0

piXpn−i

i

Theorem 3.1.1 (Witt). For every Φ ∈ Z[X,Y ], there exists a unique sequence
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(φ0, . . . , φn, . . .) of elements in Z[X0, Y0,X1, Y2, . . . ,Xn, Yn, . . .] so that

Wn(φ0, . . . , φn, . . .) = Φ(Wn(X0, . . . ,Xn, . . .),Wn(Y0, . . . , Yn, . . .))

for all n.

We are interested primarily in Φ(X,Y ) = X + Y and Φ(X,Y ) = XY . Given

Φ(X,Y ) = X + Y , the theorem says that we can define “internal” polynomials φi so

that

Wn(X) +Wn(Y ) =Wn(φ0, . . . , φn)

for each n. We call φi = Si for addition and φi = Pi for multiplication. Example 3.1.2

gives the first three Si and Pi.

Since we can add and multiply elements, we can build rings from elements in an

arbitrary commutative ring A. Given two infinite sequences in A, a = (a0, . . . , an, . . .)

and b = (b0, . . . , bn, . . .) the ring structure is given by

a + b = (S0(a, b), . . . , Sn(a, b), . . .)

and

ab = (P0(a, b), . . . , Pn(a, b), . . .).

We call this the “ring of Witt vectors with coefficients in A”.

For the remainder of this thesis, we will only concern ourselves with truncated

Witt vectors. Since Si and Pi contain only variables of index ≤ i, we can consider

Witt vectors of finite length. If the shift operator V ∶W (A) →W (A) takes

(a0, a1, . . .) ↦ (0, a0, a1, . . .)

we call

Wn(A) = W (A)
V nW (A)

.

The sets of (a0, . . . , an−1) are called “truncated Witt vectors”. Notice that theWi(A)
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are rings as opposed to the super-scripted W j which were polynomials. When there

is no ambiguity about A we will denote the truncated Witt vectors of length n by

Wn. For the remainder of this thesis, we will only concern ourselves with truncated

Witt vectors.

The Witt vectors and truncated Witt vectors are a generalization of the p-adic

integers. When A = Fp the Witt ring is isomorphic to the p-adic integers and the

truncated Witt ring has Wn(Fp) ≅ Z/pnZ.

Example 3.1.2. We construct the Witt vectors over k of length 3. Let x = (x0, x1, x2)

and y = (y0, y1, y2) be two elements of W3. We have

S0(x, y) = x0 + y0

S1(x, y) = x1 + y1 +
xp0 + y

p
0 − (x0 + y0)p

p

S2(x, y) = x2 + y2 +
xp1 + y

p
1 − S1(x, y)p

p
+
xp

2

0 + yp
2

0 − (x0 + y0)p
2

p2

As a warning, it might be tempting to claim that S1(x, y) is x1 + y1 + 0 because

(x + y)p = xp + yp modulo p. That is explicitly not the case. Every coefficient of

(x0 + y0)p other than xp0 and yp0 is divisible by p, so the polynomial S1(x, y) gives all

of the terms which are 0 modulo p.

It is also worth mentioning that there are terms in S1(x, y)/p that have p2 in the

denominator. Such terms are not only necessary by construction, but necessary to

give S2 integer coefficients since the term

xp
2

0 + yp
2

0 − (x0 + y0)p
2

p2

does not have coefficients in Z.

We also have interesting p interactions with multiplication. We compute

P0(x, y) = x0y0
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P1(x, y) = yp0x1 + xp0y1 + px1y1

P2(x, y) = x2y
p2

0 + xp1y
p
1 + y2x

p2

0 + p(x2y
p
1 + y2x

p
1)+

+ p2x2y2 +
xp1y

p2

0 + yp1x
p2

0 − P1(x, y)p

p
.

In k, when the leading coefficient is p or p2, it is 0 so our multiplication functions

are actually:

P0(x, y) = x0y0

P1(x, y) = yp0x1 + xp0y1

P2(x, y) = x2y
p2

0 + xp1 + y
p
1 + y2x

p2

0 +
xp1y

p2

0 + yp1x
p2

0 − P1(x, y)p

p
.

3.1.1 Witt Vectors as Group Extensions

Let k be an algebraically closed field of characteristic p and let Wn =Wn(k) for all

n. The groups Wn and Wm have three operations which connect them.

1. F ∶Wn →Wn which takes (x0, . . . , xn−1) to (xp0, . . . , x
p
n−1) is called the Frobe-

nius homomorphism.

2. V ∶ Wn → Wn+1 which takes (x0, . . . , xn−1) to (0, x0, . . . , xn−1) is called the

shift homomorphism.

3. R ∶ Wn+1 → Wn which takes (x0, . . . , xn−1, xn) to (x0, . . . , xn−1) is called the

restriction homomorphism.

All three operations commute with each other. We can in general make the strictly

exact sequence

0 Wn Wn+m Wn 0.V n Rm

Given commutative algebraic groups A and B one can define a group Ext(A,B) of

commutative extensions of A by B as in [Ser88, VII Section 1]. Then Ext(Wn,Wm)

refers to the commutative extensions ofWn byWm. We find the element of Ext(Ga,Ga)
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corresponding to the extension

0 Ga W2 Ga 0V R .

Given R, there exists a section s ∶ Ga → W2 which has s(x) = (x,0). Any section

gives a factor system ω(x, y) = s(x)+s(y)−s(x+y). That factor system in this case

gives a rule for addition in W2, we have

ω(x, y) = x
p + yp − (x + y)p

p
.

From that, we can talk about the left and right module structure of Ext(Ga,Ga) in

terms of ω.

Example 3.1.3. Let φ ∈ Hom(Ga,Ga). Then φ(x) is a polynomial in p-th powers of

x

φ(x) = ∑aix
pi .

We want to compare the extension φα1
1 with α1

1φ. That is, we would like to know

the difference between

0 Ga W2 Ga 0

0 Ga H Ga 0

V

φ

R

id

and
0 Ga K Ga 0

0 Ga W2 Ga 0.

id φ

V R

Composition on the left gives us p-th powers of the factor system ω, we have φα1
1 =

∑aiωp
i
. This corresponds to applying φ to the copy of Ga in the center of W2. The

factor system corresponding to H is φ(ω(x, y)). However, if we apply φ to the right,

that copy of Ga is not central. It means that K corresponds to the factor system
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ω(φ(x), φ(y)). The factor system ω is not additive, but it does commute with the

Frobenius. Therefore we have α1
1φ = ∑a

p
iω.

Proposition 3.1.4. [Ser88, VII Proposition 10] Let W = ∏Wni be a product of

Witt groups, and let G be a connected unipotent group. The following conditions are

equivalent:

1. There exists an isogeny f ∶ G→W .

2. There exists an isogeny g ∶W → G.

When these conditions hold, we call W and G isogenous.

The following theorem gives a complete classification of connected unipotent

groups.

Theorem 3.1.5. [Ser88, VII Theorem 1-3] Every commutative connected unipo-

tent group is isogenous to a product of Witt groups, isomorphic to a subgroup of a

product of Witt groups, and isomorphic to a quotient of a product of Witt groups by

a connected subgroup.

3.1.2 Representations of Commutative Unipotent Groups

Let q = pr. The trace trFq/Fp is the sum of the elements of the Galois group of Fq

over Fp. Since the map is fixed by every element of the Galois group, the trace takes

elements of Fq to elements of Fp. It is also the trace of the r × r matrix with entries

in Fp which gives multiplication by an element x ∈ Fq.

The elements σ ∈ Gal(Fq/Fp) can be extended to act on the Fq-points of affine

n-space by

σ ⋅ (x1, . . . , xn) = (σx1, . . . , σxn).

This allows us to define a trace morphism on Witt vectors by

trFq/Fp ∶Wn(Fq) →Wn(Fq)
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is given by

trFq/Fp(x) = F
r(x) + F r−1(x) +⋯ + F (x)

with addition in Wn(Fq). We can see that σ ⋅ trFq/Fp(x) = trFq/Fp for every element

σ ∈ Gal(Fq/Fp). Thus the trace defines a morphism

trFq/Fp ∶Wn(Fq) →Wn(Fp).

Now, we find the C representations (sometimes called ordinary) representations

of Witt vectors. To find irreducible representations, we first need to fix a root of

unity inC×. In particular, for Witt vectors of length n, we will need to fix a primitive

pn-th root of unity. We cannot choose such a root canonically, but we will in general

fix a group homomorphism αn ∶ Z/pnZ→C× and write all representations of a given

group in terms of αn.

Lemma 3.1.6. Let G be a finite group with ρ a nontrivial irreducible character.

Then

∑
g∈G

ρ(g) = 0.

Proof. Let 1G be the trivial character of G. Since ρ is nontrivial and irreducible,

⟨ρ,1G⟩ = 0.

Lemma 3.1.7. Let Fq be a finite field of size pr. The irreducible representations of

Wn(Fq) are in bijection with elements of Wn(Fq). In particular, given an element

x ∈Wn(Fq), the map φx ∶ G→C given by

φx(y) = αn(trFq/Fpxy)

is an irreducible character and not isomorphic to φy when x ≠ y.

Proof. Since Wn is a commutative group, the first part follows immediately. Now

fix αn ∶ Z/pnZ → C× a choice of a primitive pn-th root of unity. The trace map is

a homomorphism which sends an element of W (Fq) to Z/pnZ. Therefore, the map
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φx(y) = αn(trFq/Fp xy) is necessarily an irreducible representation; the only question

is if it is unique.

Suppose x ≠ y in Wn. We check that ⟨φx, φy⟩ = 0. Indeed

⟨φx, φy⟩ =
1

∣Wn∣
∑
g∈Wn

αn(trFq/Fp xg)αn(trFq/Fp −yg).

Since both αn and trFq/Fp are homomorphisms, this simplifies to

∑
g∈Wn

αn(trFq/Fp g(x − y)).

Since x − y ≠ 0, this is φx−y, a nontrivial character of Wn. Therefore, by Lemma

3.1.6, ⟨φx, φy⟩ = 0 so φx and φy are distinct. Therefore, every representation of Wn

is of this form.

Theorem 3.1.8. Suppose G is an arbitrary connected commutative unipotent group

and suppose G is a subgroup of a product of Witt groups W = V1 ⊕ ⋯ ⊕ Vm. The

irreducible representations of G are of the form

φx1 ⊠⋯⊠ φxm

where xi is an element of Vi.

Proof. Suppose G is an arbitrary connected commutative unipotent group which is

a subgroup of W = V1 ⊕⋯⊕ Vm a product of Witt groups given by i ∶ G →W . The

irreducible representations of Vi are given as φx for x ∈ Vi by Lemma 3.1.7.

Let H be a subgroup of Vi. The restriction of the irreducible representations of

Vi to H are also irreducible, since they are one dimensional. Since every irreducible

representation of H occurs this way, the theorem follows.

3.2 Perfectization of Abelian Unipotent Groups

In order to define a group scheme, we must first define k-group functors as in [Jan03,

Section 2.1] for an arbitrary field k. In many cases Linear Algebraic Groups are
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exactly the same as Affine Group Schemes. For any k-algebra R the k-functor

Speck(R) takes a k-algebra A to the set of every k-algebra homomorphism from R

to A. The functor takes morphisms

Speck(R)(φ) ∶ Hom(R,A) → Hom(R,A′) α ↦ φ ○ α.

Any k-functor which is isomorphic to a Speck(R) is called an affine scheme. For any

k-functor X we denote Mor(X,A1) by k[X].

Let X be an affine scheme over any field k. We call X algebraic if k[X] ≅

k[T1, . . . , Tn]/I for a finitely generated ideal I of k[T1, . . . , Tn]. A k-group functor

is a functor from the category of all k-algebras to the category of groups. Then, an

algebraic k-group is a k-group functor which is an algebraic scheme over k when seen

as a k-functor.

Now, for a k-group functor the group structure determines morphisms of k-

functors which correspond to multiplication, the identity and the inverse. We imme-

diately then have comorphisms ∆ (comultiplication), e (counit) and ι (the antipode).

Compare the following example to Example 2.1.4:

Example 3.2.1. Let k be an algebraically closed field. Then Ga is the k-group

functor which takes all k-algebras A to the group of A under addition. In particular,

Ga(k) = k as an additive group. We then have k[Ga] ≅ k[T ] which means that Ga

is algebraic. This gives that Ga is a k-group functor.

Now let k be a perfect field. A perfect k-scheme is a scheme on which the ab-

solute Frobenius morphism is an isomorphism. There exists a functor which takes

an arbitrary k-scheme to a perfect k-scheme. Theorem 3.1.5 shows that every con-

nected unipotent group is isomorphic to a subgroup of a product of Witt groups.

A reasonable question is if perfectized Witt vectors also contain the structure of all

connected perfect group schemes in a similar way. Using a close analogue of Serre’s

construction, we show that they do. This work follows the argument made by Serre

in [Ser88].

Let S be a scheme. The absolute Frobenius morphism on S is the morphism



27

which is the identity on the underlying topological space on S and the map f ↦ fp

on local sections of the structure sheafOS . We call S perfect if the absolute Frobenius

morphism ΦS,p ∶ S → S is an isomorphism. The notion of a perfectization functor

was introduced by Greenberg in [Gre65], but we follow the construction in [BD06]

instead.

Define Schp to be the category of Fp-schemes. Then there’s a full subcategory of

Schp of perfect Fp schemes, which we will call Schperf
p . The embedding of Schperf

p ↪

Schp has a right adjoint,

Schp → Schperf
p

which takes

S ↦ Sperf

which we call the perfectization functor.

Topologically Sperf is exactly the same as S, but the structure sheaf is the direct

limit of the structure sheaf under Φ∗
S,p.

For any perfect field k of characteristic p > 0 we say that a k-scheme is perfect if

it is perfect as an Fp scheme. A perfect group scheme over k is a group object in the

category of perfect k-schemes. However, since we often begin with algebraic groups,

it is generally preferable to use that they are the image of an algebraic group under

the perfectization functor. The following example is instructive:

Example 3.2.2. Let G = Ga over k a field of characteristic p. The coordinate ring

of Ga is k[T ]. We apply the perfectization functor to Ga to get Gperf
a , the perfect

group scheme given by the direct limit of the Frobenius.

Similar to the notation for a perfect scheme, we will write the associated resulting

ring with a superscript “perf”. In k[T ]perf we have a q-th root of T for every q = pr.

That is, for every power of the Frobenius we have the inverse map in the coordinate

ring of the perfectized Ga.

As a remark, even though Ga was a linear algebraic group, Gperf
a is not. Since

k[T ]perf is not Noetherian, Gperf
a is not affine.

In W perf
n , the additive and multiplicative structure are exactly the same as Wn.
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That is, if x and y are in W perf
n we have

x + y = (S1(x1, y1), S2(x2, y2, x1, y1), . . . , Sn(xn, yn, . . . , x1, y1))

and

x.y = (P1(x1, y1), P2(x2, y2, x1, y1), . . . , Pn(xn, yn, . . . , x1, y1)).

The argument for Theorem 3.1.5 in Algebraic Groups and Class Fields follows

from making an observation about the module structure of H2(Ga,Ga). By making

the corresponding observation about H2(Gperf
a ,Gperf

a ), the remainder of the argu-

ment will follow in a straightforward way.

Proposition 3.2.3. H2
reg(G

perf
a ,Gperf

a ) admits a basis of pi-th powers of the factor

system

F (x, y) = 1

p
(xp + yp − (x + y)p)

where i ∈ Z.

Proof. First, note that every pi-th power of F (x, y) is necessarily a representative for

a class of regular symmetric factor systems in H2
reg(G

perf
a ,Gperf

a ). These are linearly

independent.

Let G(x, y) be a regular symmetric factor system in H2
reg(G

perf
a ,Gperf

a ). Since

the regular functions on Gperf
a are polynomials and p-th roots, let i be the largest

integer for which xp
−i

appears in G(x, y). Then G(x, y)pi is a polynomial, and it is

also necessarily a regular symmetric factor system for H2
reg(Ga,Ga). By [Ser88, VII

Proposition 8] H2(Ga,Ga)s admits a basis for the pi-th powers of the factor system

F .

Thus G(x, y)pi is in the span of pj-th powers of F (x, y) for j a positive integer

which means that G(x, y) is in the span of pk-th powers of F (x, y) for k ∈ Z.

Lemma 3.2.4. Every element x ∈ Ext(Gperf
a ,Gperf

a ) can be written uniquely as x =

φα1
1 and as x = α1

1ψ with φ,ψ ∈ A1.
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Proof. We know that α1
1 corresponds to F . According to Proposition 3.2.3, x corre-

sponds to the factor system of the form

f =
n

∑
i=−m

aiF
pi .

On the other hand, every endomorphism in A1 can be written uniquely in the form

φ(t) = ∑ bit
pi .

Thus x = φα1
1 if and only if bi = ai for all i. Similarly, if

ψ(t) = ∑ cit
i

we have x = α1
1ψ with cpi = ai.

The remainder of the lemmas used to prove Theorem 3.2.5 and Theorem 3.2.6

follow from the associated lemmas in [Ser88]. The details of those modified proofs

are slightly modified relative to their Serre counterparts, and are in Appendix A for

completeness. Once the details are checked we have the following two theorems:

Theorem 3.2.5. Every commutative connected unipotent perfect group scheme is

isogenous to a product of perfect Witt group schemes.

Proof. See A.1.

Theorem 3.2.6. Every commutative connected perfect unipotent group scheme is

isomorphic to a subgroup of a product of perfect Witt groups and isomorphic to a

quotient of a product of perfect Witt groups by a connected subgroup.

Proof. See A.1.
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Chapter 4

Two Dimensional Unipotent Groups

4.1 Mechanisms

Let k be an algebraically closed field of characteristic p > 2 and let Ga be the additive

group. A central extension

0 Ga H Ga 0

can be described by an element α in H2(Ga, k) by in Section 2.3. When H is defined

over Fq, this chapter gives a procedure for finding irreducible characters of the group

of points H =H(Fq) using the cohomology class α.

We describe H1(Ga, k) and H2(Ga, k), the first and second rational group co-

homology using the Hochschild complex as recounted in Definition 2.3.3. Let k be

an algebraically closed field of characteristic > 2 and suppose Va is a k-vector space

of finite rank with the ring k[T1, . . . , Tn] of polynomial functions on Va.

Lemma 4.1.1. [Jan03, Lemma 4.21] If char(k) = p ≠ 0 then

H1(Va, k) =
n

∑
i=1

∞
∑
r=0

kT p
r

i .

These give the additive polynomials as found in Section 3.3 of [Spr98]. Next,

we need to develop the elements which correspond to the truncated Witt vectors of

length 2. First, we define
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

p

i

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

∶= 1

p

⎛
⎜⎜
⎝

p

i

⎞
⎟⎟
⎠
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and notice that it is an integer for all 0 < i < p. Then, for f ∈ k[Va], define

ω(f) =
p−1

∑
i=1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

p

i

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

f i ⊗ fp−i

and let ω̄ be the induced map ω̄ ∶H1(Va, k) →H2(Va, k). Jantzen again gives us the

following crucial lemma:

Lemma 4.1.2. If char(k) > 2 then

H2(Va, k) = Λ2H1(V, k) ⊕ ω̄H1(Va, k).

The isomorphism between H1(Va, k) and Hom(Va,Ga) allows us to use this

theorem to uniquely identify groups by particular factor systems: an alternating

factor system plus a factor system of Witt type. The following corollary is immensely

important and will be used frequently and without remark for the remainder of the

thesis.

Corollary 4.1.3. Let {fi}i∈I and {gi}i∈I be a set of functions in Hom(Ga,Ga)

indexed by the same indexing set I and let φ be another function in Hom(Ga,Ga).

Every extension of Ga by Ga can be defined by a unique factor system β + ω where

β(x, y) = ∑
i∈I
fi(x)gi(y) − fi(y)gi(x)

and

ω(x, y) = φ(x)
p + φ(y)p − (φ(x) + φ(y))p

p
.

For a factor system β + ω we call the associated extension Hβ+ω. When Hβ+ω is

defined over a finite field Fq, we call Hβ+ω(Fq) =Hβ+ω.

4.1.1 The Orbit Method

We recollect information on Lazard’s exponential and the orbit method from [BD06].

Lazard’s exponential gives us a particular equivalence of categories between nilpotent
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algebraic groups and nilpotent lie algebras when the nilpotence class is less than the

characteristic. This is a substantial limitation, but does not restrict us for central

extensions of Ga by Ga for odd primes.

Fix c ≥ 0 a natural number. Let Nilpc be the category of nilpotent groups of

nilpotence class ≤ c with invertible map g → gj for all j ≤ c. Let nilpc be the category

of nilpotent Lie algebras over Z[1
c ] of nilpotence class ≤ c.

Theorem 4.1.4 (M. Lazard). Given a Lie algebra g which is nilpotent of class ≤ c

one associates the nilpotent group Exp(g) whose underlying set is the same as g and

whose multiplication is given by the Campbell-Baker-Hausdorff series

x ∗ y = ∑
i≤c
CHi(x, y), x, y ∈ g.

This assignment is functorial, and it determines an equivalence of categories nilpc →

Nilpc.

As a warning, the Lie algebra Lie(G) is always a p-Lie algebra over the field k,

while Log(G) need not be a k-vector space; in general it is only a Lie algebra over the

ring Z[1/c!]. The Lie bracket in Log(G) more closely reflects the group operation

in G than the bracket in Lie(G). The equivalence from the theorem also furnishes

maps log ∶ G → Log(G) and exp ∶ Log(G) → G which are the identity maps on the

underlying sets, even though one might expect the ordinary exponential for exp. We

provide details on the structure of Log(G) in Section 4.2.1.

Theorem 4.1.5. [BD06] Let Γ be a finite group of nilpotence class ≤ c such that

all the prime divisors of the order ∣Γ∣ are greater than c. Let g be Log(Γ) and let

g∗ = Hom(g,C×), the set of abelian group homomorphisms from g to C×. Then

Γ acts on g∗ by the coadjoint action and for every Γ-orbit Ω ⊂ g∗ there exists an

irreducible representation of Γ whose character is given by the formula

ρΩ(g) = 1

(card Ω)1/2 ∑
f∈Ω

f(log g) ∀g ∈ Γ.

This gives a bijection between Γ-orbits in g∗ and irreducible representations of Γ.
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In particular, for an extension of Ga by Ga the nilpotence class is not more than

2, so if char(k) > 2 then Lazard’s exponential and the orbit method may be applied.

4.2 Calculating Characters

We use the orbit method to calculate the representations of H = H(Fq) where H

is a two dimensional unipotent group over an algebraically closed field k which is

defined over Fq. In order to use the orbit method, it is helpful to have first have an

explicit presentation of h = Log(H): a non-canonical H-module isomorphism from

h→ Log(H).

Once we have such an isomorphism, finding characters of h is the same as under-

standing h∗ = Hom(h,K×) where K is an algebraically closed field of characteristic

0. Those characters play an out-sized role in finding the characters of H.

4.2.1 The characters of h

Let H =Hβ+ω(Fq) and let Log be the functor from Nilpc → nilpc given by Lazard’s

exponential. The nilpotent lie algebra Log(H) has an abelian group structure related

to Witt vectors as follows:

Proposition 4.2.1. Suppose that H is the Fq points of an extension of Ga by Ga

determined by the cocycle β + ω defined over Fq. Then Log(Hβ+ω) ≅ Hω as an

additive group.

Proof. Let the nilpotent algebraic group H = Hβ+ω be the extension of Ga by Ga

corresponding to the factor system β + ω and let h = Log(H). We begin with

a = (a1, a2), b = (b1, b2) ∈ H. The proof strategy is to compare the product of

a ∗H b as defined by factor systems with the product of log(a) ∗CBH log(b) to give

information about the bracket.

Using that a−1 = (−a1,−a2) with the ∗H structure and that under ∗CBH we have

log(a)−1 = − log(a) we can compute the commutator of a and b to see that

(0,2β(a1, b1)) = [a, b].
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Then, we calculate

a ∗H b ∗H (0,−β(a1, b1)) = (a1 + b1, a2 + b2 + ω(a1, b1))

= log(a) +h log(b) +h
[log(a), log(b)]

2
−h

[log(a), log(b)]
2

= log(a) +h log(b)

which concludes the proof.

Phrased differently, the bracket in h corresponds exactly to the factor system

β. This should not come as a surprise, since the group operation given by Lazard’s

exponential necessarily could not contain the data of a symmetric factor system.

Since Log(H) = h is isomorphic as an additive group to Hω we can identify the

dual h∗ by finding a perfect pairing F ∶ Hω ×Hω → K×: a group homomorphism

which is non-degenerate and biadditive. That will allow us to identify h with h∗.

Lemma 4.2.2. Every extension Hω of Ga by Ga can be embedded as a closed sub-

group of W2 ×Ga.

Proof. This is a specific case of the theorem from Serre as restated in Theorem

3.1.5 which states that every connected commutative unipotent group over a perfect

field can be embedded in a product of truncated Witt vectors. We will write Hω

additively, as it is a commutative algebraic group.

Suppose that

ω(x, y) = φ(x)
p + φ(y)p − (φ(x) + φ(y))p

p

where φ ∈ Hom(Ga,Ga). Then, the group operation in Hω is given by

(a1, a2) + (b1, b2) = (a1 + b1, a2 + b2 + ω(a1, b1)).

It is now easy to check that the mapping i ∶Hω →W2 ×Ga

(a, b) ↦ (φ(a), b, a)
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is an injective homomorphism.

In order to handle an arbitrary two dimensional unipotent group H we need to

choose an identification of Log(H) = h with Hom(h,K×) = h∗ by choosing a bilinear

homomorphism F ∶ h × h → K×. Making such a choice determines an explicit map

h→ h∗ by

x↦ F (−, x)

and determines the representations of Hω.

Now, suppose that i ∶Hω →W2 ×Ga is as above α1 ∶ Fp →K× and α2 ∶ Z/p2Z→

K× are choices of a p-th and p2 root of unity. That is, let α1(1) = ζp a p-th root of

unity in K and α2(1 + 0p) = ζp2 a primitive p2 root of unity. Let (a, b) and (c, d)

be elements of Hω. We say that a map ψ ∈ Hom(W2 ×Ga,K
×) is non-degenerate if

ψ(g) ≠ 1 for all g ∈Hω. The map φ which defines ω will determine a pairing.

Lemma 4.2.3. Suppose φ induces an isomorphism of finite groups

φ ∶Ga(Fq) →Ga(Fq).

Then i ∶Hω(Fq) →W2(Fq) is an isomorphism of finite groups and

ψx(g) = α2 tr(φ(x1)φ(g1), φ(x1)pg2 + φ(g1)px2).

Proof. Once we show that i is an isomorphism the second statement follows since

ψx is a character of W2. Therefore we check that φ ∶Ga(Fq) →Ga(Fq) induces an

isomorphism φ′ ∶Hω(Fq) →W2(Fq) by

φ′(x1, x2) = (φ(x1), x2).

Indeed, this is a homomorphism: we compute that

φ′((x,0) + (y,0)) = φ′(x + y,ω(x, y))
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is equal to

(φ(x),0) + (φ(y),0) = (φ(x) + φ(y), ω′(φ(x), φ(y))

where ω′ is the ordinary Witt factor system. The map φ′ is injective because φ is

injective.

Lemma 4.2.4. Suppose that φ does not induce an isomorphism of finite groups

φ ∶Ga(Fq) →Ga(Fq)

and is nonzero. Then

ψ(φ(c),d,c)(φ(a), b, a) = α2 tr(φ(a)φ(c), φ(a)pd + φ(c)pd)α1(trac)

has ψi(x) an element of Hom((W2 ×Ga)(Fq),K×), non-degenerate over (φ(a), b, a)

for (φ(c), d, c) ≠ (0,0,0) and ψx is not isomorphic to ψy for different elements x =

(φ(x1), x2, x1) and y = (φ(y1), y2, y1).

Proof. This is a homomorphism by construction, Witt multiplication distributes

across Witt addition. First we check non-degeneracy. Consider ψx(g) over all g =

(φ(g1), g2, g1) ∈ (W2 ×Ga)(Fq). We have that

ψx(g) = α2 tr(φ(x1)φ(g1), φ(x1)pg2 + φ(g1)px2)α1(trx1g1).

We can see that φ(x1) must be equal to 0 since the first component is the only part

that relates to a p2 root of unity, so

ψx = α2 tr(0, φ(g1)px2)α1(trx1g1).

Because φ is not an isomorphism, there exists g1 ≠ 0 so that φ(g1) = 0. Thus, if

ψx(g) = 1 for all g, then x1 must be equal to 0. Thus,

ψx = α2 tr(0, φ(g1)px2) = 1
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implies that x2 = 0 as well.

These are pairwise non-isomorphic as distinct characters of (W2 ×Ga)(Fq), so

the argument is the same as it would be there: we can calculate

⟨ψx, ψy⟩Hω =
1

∣Hω ∣
∑
g∈Hω

ψx−y(g),

which is the sum over all group elements of a nontrivial character, which is 0 whenever

x ≠ y.

Theorem 4.2.5. Suppose that i ∶Hω →W2×Ga has image U = {(φ(x1), x2, x1)}. A

complete set of characters Hom(Hω(Fq),C×) can be given by the set of all ψx with

x ∈Hω(Fq) as follows:

1. If ω = 0, define ψx(y) = α1 tr(x1y1 + x2y2).

2. If φ is an isomorphism of finite groups, define ψx as in Lemma 4.2.3

3. If ω ≠ 0 and φ not a finite group isomorphism, define ψx as in Lemma 4.2.4

Proof. We need only check that the examples given are non-degenerate over the

subset i(Hω) ⊂ W2 ×Ga and pairwise non-isomorphic, since there are sufficiently

many characters in each case to represent the class functions of an abelian group.

The first is well known as a perfect pairing on Ga ×Ga, which is Hω when ω = 0.

The second and third cases have those properties by Lemmas 4.2.3 and 4.2.4.

Phrased in a different way, when ω = 0, the “usual” dot product provides a non-

degenerate pairing on Ga ×Ga and so provides an identification of h with h∗. Cases

2 and 3 are the pairings determined by Witt multiplication in W2 ×Ga.

As an abelian group, each element of the dual space provides a non-isomorphic

character χ ∶ Hω → C×, so every element of h∗ can be given by (x1, x2) = ψ(x1,x2) in

Theorem 4.2.5.

The Witt type data of a representation of G =Hβ+ω is contained entirely in this

choice. Since ω is symmetric, the formula for the adjoint action does not contain

ω. It is also worth noting that alternating type data only alters the coadjoint orbit,
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since it necessarily could not be seen by the identification of h∗ and Hω which gives

f ∈ h∗.

4.2.2 Calculation of the coadjoint orbit

Theorem 4.2.1. Let Fq be a finite field of order pr and let H be an extension of Ga

by Ga corresponding to the factor system β+ω and H =H(Fq). Let α1 ∶ Z/pZ→K×

and α2 ∶ Z/p2Z → K× be choices for a primitive p-th and p2 root of unity and let

tr = trFq/Fp .

1. If ω = 0, then elements of the coadjoint orbit of ψ(u,w) are of the form ψ(u′,w)

and the characters of irreducible representations are given by

ρΩ(g1, g2) =
1

(card Ω)1/2 ∑
(u,w)∈Ω

α1 tr(ug1 +wg2) ∀(g1, g2) ∈H.

2. If ω ≠ 0 then

ω(x, y) = φ(x)
p + φ(y)p − (φ(x) + φ(y))p

p
.

Elements of the coadjoint orbit of ψ(u,w) are of the form ψ(u,w′) and the char-

acters of irreducible representations are given by ρΩ(g1, g2) which equals

1

M
∑

(u,w)∈Ω
α2 tr(φ(u)φ(g1), φ(u)pg2 + φ(g1)pw) ⋅ α1(tr g1u)

when φ is not an isomorphism and

1

M
∑

(u,w)∈Ω
α2 tr(φ(u)φ(g1), φ(u)pg2 + φ(g1)pw)

if φ is an isomorphism for every (g1, g2) ∈Hω and M = (card Ω)1/2.

Proof. In order to calculate the coadjoint action we first need to calculate the adjoint

action. Let H be an arbitrary extension of Ga by Ga and Log(H) = h with (g1, g2) ∈

H and (v1, v2) ∈ h. We can conjugate (v1, v2) by (g1, g2) to get

(g1, g2)(v1, v2)(−g1,−g2) = (g1 + v1, g2 + v2 + β(g1, v1) + ω(g1, v1))(−g1,−v1)
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which is equal to

(v1, v2 + β(g1, v1) + ω(g1, v1) + β(g1 + v1,−g1) + ω(g1 + v1,−g1)).

Now, because ω is a factor system

ω(g1 + v1,−g1) + ω(g1, v1) = ω(g1,−g1) + ω(g1 − g1, v1) = 0,

and since β is biadditive and alternating we can conclude

(g1, g1)(v1, v2)(−g1,−g2) = (v1, v2 + 2β(g1, v1)).

This gives a coadjoint action on g∗ that only depends on β and our choice of pairing

from Theorem 4.2.5. This action is a map G × g∗ → g∗ which is not in general a

morphism of varieties.

Given a pairing (u,w) → ψ(u,w) ∈ g∗ and (v1, v2) ∈ g, an element (u′,w′) is in the

Hβ+ω orbit of (u,w) only if

ψ(u′,w′)(v1, v2) = ψ(u,w)(v1, v2 + 2β(g1, v1))

for some g1 ∈ Ga. Since that action depends on which perfect pairing we use, we

divide now into three cases.

1. When ω is 0, we solve for u′ and w′ when

ψ(u′,w′)(v1, v2) = α1(trFq/Fp(uv1 +w(v2 + 2β(g1, v1))).

This gives that w′ = w because the coefficient of v2 is w′ on the left and w on

the right. The coefficient of v1 is dependent on β, so u′ = u + f(g1,w) with f

a polynomial in p-th powers and roots of g1 and w.
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2. When φ is an isomorphism solving for u′ and w′ in

ψ(u′,w′) = α2 tr(φ(u)φ(v1), φ(u)p(v2 + 2β(g1, v1)) + φ(v1)pw)

has that φ(u′) = φ(u) as the only coefficient of v2. Then, w′ = w + f(v1, u) for

a polynomial in p-th powers and roots of g1 and u.

3. When φ is not an isomorphism and nontrivial we need to use the third pairing

from Theorem 4.2.5. This gives that ψ(u′,w′) is equal to

α2 tr(φ(u)φ(v1), φ(u)p(v1 + 2β(g1, v1)) + φ(v1)pw)α1(trac).

Similar to (2), this gives u′ = u and forces that w′ = w + f(v1, u) for an appro-

priate polynomial f(v1, u).

4.3 Examples

Suppose that k is an algebraically closed field of characteristic p, q = pr, β(x, y) =

xpy − xyp and ω(x, y) = xp+yp−(x+y)p
p . We calculate the representations of Hβ(Fq),

Hω(Fq) and Hβ+ω(Fq) in certain cases and compare. For ease of notation, let

tr = trFq/Fp . Notice that both factor systems are defined for all Fq and that β is a

trivial factor system unless r ≥ 2.

Example 4.3.1. For Hβ , since ω = 0, we use the dot product. The computation of

the coadjoint orbit gives that (u′, v′) is in the orbit if

(u′,w′)(v1, v2) = α(tr(uv1 +w(v2 + β(g1, v1))))

= α(tr(uv1 +wv2 +wgp1v1 −wg1v
p
1))

for some g1 ∈Ga. We can isolate v1 by taking p-th roots, so

(u′,w′) = (u +wgp1 −w
1/pg

1/p
1 ,w).
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Notice that the size of the coadjoint orbits (and hence the dimension of the

representation) is dependent on both the factor system and the field in which we are

working. Suppose p = 3 and r = 2. Then the sizes of the representations are given by

Element of g∗ coadjoint orbit size

(u,wp) for every wp ∈ F3 and every u ∈ F9 1

(0,w) for w ∉ F3 9.
Compare this to the result when r = 3

Element of g∗ coadjoint orbit size

(0,0) 1

(u,w) for every u,w ∈ F27 with (u,w) ≠ (0,0) 9.

The difference between the two situations is the existence of every element of F9

when r = 2 but not when r = 3.

Now, consider Fq = Fp2 . Since the coadjoint orbit of an element (u,w) ∈ g∗ is

given by

(g1, g2) ⋅ (u,w) = (u +wgp1 −w
1/pg

1/p
1 ,w)

we consider

wgp1 −w
1/pg

1/p
1 . (4.1)

Now, there are two cases, those where w ∈ Fp and those where w ∉ Fp. If w ∈ Fp,

then (4.1) is equal to

w(gp1 − g
1/p
1 )

which is 0 whenever gp
2

1 = g1, which is true for every element of Fp2 . Therefore the

coadjoint orbit has a single element whenever w ∈ Fp. There are p2 ⋅ p elements of

Hβ with u ∈ Fp2 and w ∈ Fp.

Now, suppose that w ∉ Fp. This means that w1/p ≠ w, otherwise w would be in

Fp. Then, since g
1/p
1 = gp1 for all elements of Fp2 ,

g1(w1/p −w) ≠ 0

for g1 ≠ 0. Thus the orbit has p2 elements. This gives p2 − p elements v2 which have
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orbit size p2. This accounts for every element of the coadjoint orbit, so it gives every

representation of Hβ .

Example 4.3.2. Now we consider the representations of Hω. Notice that Hω = W2,

the length 2 Witt vectors which is an abelian group. Indeed, the coadjoint action is

trivial so each coadjoint orbit has a single element. Therefore, each representation

is given by an element of W2 and a fixed map α2 ∶ Z/p2Z → K×. Given an element

(a, b) ∈Hω, since φ is the identity map our pairing gives

ρ(a,b)(g1, g2) = α tr(ag1, a
pg2 + gp1b)

which are exactly the characters of W2.

Example 4.3.3. We can compare the previous examples to Hβ+ω. We begin again by

calculating the coadjoint orbit

(u′,w′)(v1, v2) = α tr(uv1, u
p(v2 + β(g1, v1)) + vp1w)

= α tr(uv1, u
p(v2 + gp1v1 − g1v

p
1) + v

p
1w)

= α tr(uv1, u
pv2 + vp1(g

p2

1 u
p2 − g1u

p +w))

which implies that

(u′,w′) = (u,w + up
2

gp
2

1 − upg1).

A point is stabilized if up
2
gp

2

1 = upg1, which is the same kind of Fp2 behavior that

we had in Example 4.3.1 (it is the p-th power of Equation 4.1). In particular if p = 3

and r = 2 the sizes of the representations are given by

Element of g∗ coadjoint orbit size

(up,w) for every up ∈ F3 and every w ∈ F9 1

(u,0) for u ∉ F3 9.

even though the representations themselves are necessarily different because of the

existence of elements of order p2.
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4.4 Linear Embedding

We embed the extension of Ga by Ga when char(k) > 2 into a sufficiently large

subgroup of GLn. In particular, fake Heisenberg groups, the groups corresponding

to alternating factor systems, embed into extended Heisenberg groups.

Because of the sizes of the involved matrices, we first show the alternating case

and then the Witt case. The methodology for Hβ+ω follows immediately.

Remark 4.4.1. For two dimensional unipotent groups, we can find an embedding as

follows: let k[S,T ] be the group ring from H where S(s, t) = s and T (s, t) = t. Let

H act on k[S,T ] by the left regular action. For any given group structure of H, we

can find a finite dimensional vector subspace V of k[S,T ] which is stable under that

action. The data of that action gives a subgroup of GL(V ) which is isomorphic to

H.

4.4.1 Linear Embedding of Hβ

Theorem 4.4.2. Suppose that ∣I ∣ =m and

β(x, y) = ∑
i∈I
fi(x)gi(y) − fi(y)gi(x).

Then, the extension of Ga by Ga defined by β is isomorphic as an extension to a

subgroup of GLm+3 over k. In particular, it is a subgroup of the ordinary Heisenberg

group of dimension 2m + 3.

Proof. First, we construct a subset that contains both the data of Ga and of β. We

will then check that it is a group, and that it is isomorphic to the group defined by

the extension β+(x, y) = ∑i∈I fi(x)gi(y). Finally, we will check that the extension

defined by β+ only differs by a trivial extension by the one defined by β.
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Let M(v, t) be the matrix

M(v, t) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 v f1(v) f2(v) ⋯ fm(v) t

0 1 0 0 ⋯ 0 0

0 0 1 0 ⋯ 0 g1(v)

0 0 0 1 ⋯ 0 g2(v)

⋮ ⋮ ⋮ ⋮

0 0 0 0 ⋯ 1 gm(v)

0 0 0 0 ⋯ 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

Now, let S be the set of elements

S = {M(v, t)∣v ∈ V, t ∈ k}.

Then, because f and g are additive functions, S is a group. The map

M(v, t) ↦ (v, t)

is a surjection to Ga ×Ga and the kernel is only the identity matrix. Furthermore,

M(v, t1)M(w, t2) =M(v +w, t1 + t2 + β+(v,w))

by construction. This gives us that our naive map is in fact a morphism onto the

group defined by the factor system β+.

Finally, to show that β+ only differs from β by a trivial factor system, it’s suffi-

cient to find such a factor system. The map

p(x) = β+(x,x)/2 ∶ V → k

has

∂p(x, y) = 1

2
β+(x,x) + β+(y, y) − β+(x + y, x + y))
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which is equal to

∂p(x, y) = −1

2
(β+(x, y) + β+(y, x)).

Therefore

β+ + ∂p = β(x, y)
2

.

It is important to note that this map is not necessarily minimal or unique.

Example 4.4.3. The theorem says that the group Hβ given by β(x, y) = xpy − xyp

can be put into a matrix group as

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 x xp t

0 1 0 0

0 0 1 x

0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

or as
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 x xp −x t

0 1 0 0 0

0 0 1 0 x

0 0 0 1 xp

0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

However, the minimal embedding is

⎛
⎜⎜⎜⎜⎜
⎝

1 x t

0 1 xp

0 0 1

⎞
⎟⎟⎟⎟⎟
⎠

.

4.4.2 Linear Embedding of Hω

In a very similar way we can embed arbitrary factor systems of Witt type into matrix

groups. We begin with an example
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Example 4.4.4. Let char(k) = 3 and

ω(x, y) = (x + y)3 − x3 − y3

3
= x2y + xy2.

Then we can send an arbitrary (v, t) ∈Hω to the matrix

M(v, t) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 v v2 t

0 1 2v v2

0 0 1 v

0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

We can calculate

M(v1, t1)M(v2, t2) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 v1 + v2 v2
1 + 2v1v2 + v2

2 t1 + t2 + v2
1v2 + v1v

2
2

0 1 2v1 + 2v2 v2
1 + 2v1v2 + v2

2

0 0 1 v1 + v2

0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

which is

M(v1 + v2, t1 + t2 + ω(v1, v2)) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 v1 + v2 (v1 + v2)2 t1 + t2 + ω(v1, v2)

0 1 2v1 + 2v2 (v1 + v2)2

0 0 1 v1 + v2

0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

This generalizes to the following lemma.

Lemma 4.4.5. Let p > 2, φ ∈ Hom(Ga,Ga) and

ω(x, y) = (φ(x) + φ(y))p − φ(x)p − φ(y)p

p
.

Then Hω(Fq) can be embedded into GLp+2(Fq).



47

Proof. Let (v, t) ∈Hω. Define

M(v, t) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 v φ(v) φ(v)2 ⋯ φ(v)p−1 t

0 1 0 0 0 0

0 0 1

⎛
⎜⎜
⎝

2

1

⎞
⎟⎟
⎠
φ(v) ⋯

⎛
⎜⎜
⎝

p − 1

1

⎞
⎟⎟
⎠
φ(v)p−2

⎛
⎜⎜
⎝

p

1

⎞
⎟⎟
⎠
φ(v)p−1

0 0 0 1

⎛
⎜⎜
⎝

p − 1

2

⎞
⎟⎟
⎠
φ(v)p−3

⎛
⎜⎜
⎝

p

2

⎞
⎟⎟
⎠
φ(v)p−2

⋮ ⋮ ⋮ ⋮

0 0 0 0 ⋯
⎛
⎜⎜
⎝

p − 1

p − 2

⎞
⎟⎟
⎠
φ(v)

⎛
⎜⎜
⎝

p

p − 2

⎞
⎟⎟
⎠
φ(v)2

0 0 0 0 1

⎛
⎜⎜
⎝

p

p − 1

⎞
⎟⎟
⎠
φ(v)

0 0 0 0 ⋯ 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

Then, M(v1, t1)M(v2, t2) is equal to M(v1 + v2, t1 + t2 + ω(v1, v2)) by construction

which gives a bijection from Hω onto the set S = {M(v, t)∣v, t ∈ Fq}.

Theorem 4.4.6. Suppose that ∣I ∣ =m

β(x, y) = ∑
i∈I
fi(x)gi(y) − fi(y)gi(x)

and

ω(x, y) = (φ(x) + φ(y))p − φ(x)p − φ(y)p

p

for fi, gi and φ in Hom(Ga,Ga). Then, every factor system β + ω can be embedded

in GLm+p+2.

Proof. This follows immediately from the construction in Lemma 4.4.1 and Lemma

4.4.2.
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 v f1(v) ⋯ fm(v) φ(v) φ(v)2 ⋯ φ(v)p−1 t

0 1 0 0 0 0 0 0

0 0 1 ⋯ 0 0 0 ⋯ 0 g1(v)

⋮ ⋮ ⋮ ⋮ ⋮ ⋮

0 0 0 ⋯ 1 0 0 ⋯ 0 gm(v)

0 0 0 0 1

⎛
⎜⎜
⎝

2

1

⎞
⎟⎟
⎠
φ(v) ⋯

⎛
⎜⎜
⎝

p − 1

1

⎞
⎟⎟
⎠
φ(v)p−2

⎛
⎜⎜
⎝

p

1

⎞
⎟⎟
⎠
φ(v)p−1

0 0 0 ⋯ 0 0 1

⎛
⎜⎜
⎝

p − 1

2

⎞
⎟⎟
⎠
φ(v)p−3

⎛
⎜⎜
⎝

p

2

⎞
⎟⎟
⎠
φ(v)p−2

⋮ ⋮ ⋮ ⋮ ⋮ ⋮

0 0 0 ⋯ 0 0 0 ⋯
⎛
⎜⎜
⎝

p − 1

p − 2

⎞
⎟⎟
⎠
φ(v)

⎛
⎜⎜
⎝

p

p − 2

⎞
⎟⎟
⎠
φ(v)2

0 0 0 0 0 0 1

⎛
⎜⎜
⎝

p

p − 1

⎞
⎟⎟
⎠
φ(v)

0 0 0 ⋯ 0 0 0 ⋯ 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠
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Chapter 5

Representations of U ⋊ T
Suppose that U is a two dimensional unipotent group over an algebraically closed

field k as in Chapter 4 and suppose T is a torus. Since k is algebraically closed, T is

isomorphic to a product of multiplicative groups T ≅Gi
m for some positive integer i.

In the first section, we find necessary and sufficient conditions for a torus to act

on U by automorphisms. If such an action exists for a torus T , we can build the

group G = U ⋊ T with the given automorphism.

In the second section, we use representation theoretic tools from [CR06] and

[Ser77] to find irreducible representations of G. We indicate a procedure for de-

scribing all irreducible representations of G first over a sufficiently large field K of

characteristic 0, and then over a field κ of characteristic ` ≠ p.

We the conclude the chapter by continuing Example 4.3.1 from the previous

chapter by calculating the irreducible κ-representations of the group Hβ ⋊ T for the

factor system β(x, y) = xpy − xyp.

5.1 Torus Actions

Let U be a two dimensional unipotent group over k an algebraically closed field

characteristic > 2. A torus T acts by morphisms on U if the group action is defined

by a morphism of algebraic varieties

T ×U → U

given by (a, u) → a ⋅ u. Then, T acts by group automorphisms if for every a ∈ T and

u, v ∈ U

a ⋅ uv = (a ⋅ u)(a ⋅ v).
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Notice that a is necessarily an automorphism and not just an endomorphism since

a−1 ∈ T .

As in [McN14], a group action of G on an algebraic group U is linear if there

exists a G-equivariant isomorphism between U and Lie(U). Given a linear action,

we can lift an action of G on Lie(U) to an action on U . By [McN14, Proposition

3.2.3] any action of G on a one dimensional vector group is linear. Since T acts on

Lie(Ga) by weights, it acts by weights on Ga as well. In particular, given a T action

on Ga it must be of the form

t.x = λ(t)x

for some character λ.

The following example demonstrates the difficulty of extending an action by

weights to an arbitrary two dimensional unipotent group:

Example 5.1.1. Suppose that T is a one dimensional torus, Gm, which acts by

automorphisms on a two dimensional unipotent group H defined by a factor system

γ. Fix a polynomial p ∈ k[T ], the trivial factor system ∂p, and letH ′ be the extension

defined by the factor system γ + ∂p.

Then, H and H ′ are isomorphic. There is an isomorphism φ ∶ H → H ′ which

takes

φ ∶ (h1, h2) ↦ (h1, h2 + p(h1)).

If T acts on H by

a ⋅ (h1, h2) = (λ(a)h1, µ(a)h2)

then the isomorphism above determines an action of T on H ′ by

a ⋅ (x1, x2) = (λ(a)x1, µ(a)x2 + p(λ(a)x1) − µ(a)p(x1))

for each (x1, x2) ∈ H ′. Therefore, we should not expect that every torus action on

an arbitrary H is given by weights on the factors.

This situation is more general than problems arising from trivial factor systems.

If V is a vector space with a linear action of T then T is a direct sum of weight
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spaces. However, if M is any element of GL(V ) then there is a new action of T on

V according to the rule

a ∗ v = (MaM−1)v.

If we write V ′ for V equipped with this action, then M determines an isomorphism

between V and V ′. While V ′ is still a direct sum of weight spaces, its weight spaces

are not the same as those of V .

There are some situations in which we can always find a torus action. Suppose

H is defined by the factor system γ. We say that γ is homogeneous of degree i if

γ(ax, ay) = aiγ(x, y).

Proposition 5.1.2. Suppose H is defined by a factor system γ + ∂p where ∂p is a

trivial factor system, and γ is of degree i. Then a one dimensional torus acts on H.

Proof. To find the torus action on H, we find use the isomorphism to the group H ′

defined by γ. The action a ⋅ (x1, x2) = (ajx1, a
ijx2) for a ∈ T and x1, x2 ∈ H ′ gives

an action of T on H ′ by automorphisms because

ajγ(aix1, a
ix2) = aijγ(x1, x2).

Then, the induced action on H is given by applying the isomorphism φ ∶H →H ′,

taking the T action on φ(H) and then taking the φ−1. Given (h1, h2) ∈H,

a ⋅ (h1, h2) = (ajh1, a
ijh2 − aijp(h1) + p(ajh1)).

An arbitrary action on U is given by a ⋅ (x1, x2) = (a ⋅ x1, a ⋅ x2 + f(x1, a)) with

f(U,T ) ∈ k[U,T,T −1] and the actions on x1 and x2 given by potentially distinct

weights. We can find conditions on f using the definition of a group action. Since

st(x1, x2) = ((st) ⋅ x1, (st) ⋅ x2 + s ⋅ f(x1, t) + f(t ⋅ x1, s))
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and

st(x1, x2) = ((st) ⋅ x1, (st) ⋅ x2 + f(x1, st)),

we have the equality

s ⋅ f(x1, t) + f(t ⋅ x1, s) = f(x1, st). (5.1)

Even for arbitrary double sum f in two variables, this condition is quite restrictive.

Lemma 5.1.3. The only polynomials f(X,Y ) which satisfy (5.1) are Y bp(X) −

p(Y aX) for any k-polynomial p.

Proof. Let f(X,Y ) = ∑i∑j aijXiY j where j is an integer and i is non-negative. Let

the weight on the first variable be t ⋅ x1 = tax1 and the weight in the second variable

be t ⋅ x2 = tbx2 so that (5.1) gives

sbf(x1, t) + f(tax1, s) − f(x1, st) = 0.

Writing that as a double sum gives

∑
i
∑
j

aijx
i
1(sbtj + sjti+a − sjtj) = 0

where a and b are fixed. Now we can find conditions on aij so that this becomes

a sum in only one index i. Fix an i and suppose that j ≠ b and j ≠ i + a. Then

sbtj + sjti+a − sjtj has an aijxisbtj which can not be canceled by the other two terms

for any j other than the two listed. Therefore aij is 0 for any j ≠ b and j ≠ i+a. For a

fixed i, the remaining aij have the property that aib = −ai(i+a), which is independent

of j. Therefore

F (X,Y ) = ∑
i

aib(XiY b −XiY i+a).

This leads to necessary and sufficient conditions for existence of a torus action

on a two dimensional unipotent group.
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Theorem 5.1.1. Suppose T =Gm(Fq) is a torus defined over Fq and that T acts (by

Fq-morphisms) on the group U by the rule t⋅(u1, u2) = (tau1, t
bu2+tbp(u1)−p(tau1)).

If U is defined by the factor system γ then γ+∂p is homogeneous for some polynomial

p ∈ k[T ]. If γ + ∂p is homogeneous of degree i, then b = ia. Thus there exists

a nontrivial torus action if and only if U is isomorphic to a group defined by a

homogeneous factor system.

Proof. Let U ′ be the group defined by the factor system γ + ∂p. The isomorphism

between U and U ′ is given by φ ∶ (u1, u2) → (u1, u2 + p(u1)). If (x1, x2) ∈ U ′,

t ⋅ φ−1(x1, x2) = (tax1, t
bx2 + tbp(x1) − p(tax1) − tbp(x1)).

Then,

φ(t ⋅ φ−1(x1, x2)) = (tax1, t
bx2).

Since this is an action on U ′ by automorphisms,

t ⋅ (x1 + y1, x2 + y2 + γ(x1, y1) + ∂p(x1, y1)) = (t ⋅ (x1, x2))(t ⋅ (y1, y2))

it follows that

γ(tax1, t
ay1) + ∂(tax1, t

ay1) = tb(γ(x1, y1) + ∂p(x1, y1)).

Therefore γ+∂p is homogeneous and if it is homogeneous of degree i then b = ai.

5.2 Representations of G

Let k be an algebraically closed field of characteristic p and let G be an algebraic

group defined over k. The group of points of G over a finite field Fq, G(Fq) = G, form

a finite group. We proceed as in [Ser77, Chapter 14]. Let K be a sufficiently large

field with respect to G(Fq) which is complete with respect to a discrete valuation

v with valuation ring A, maximal ideal m and residue field κ = A/m. Assume that

char(K) = 0 and char(κ) = ` ≠ p. One in general can take κ to be F`a for some a
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and let K be the unramified extension of Q` with residue field κ. Let U be a two

dimensional unipotent group over an algebraically closed field k of characteristic p

and let T be a one dimensional algebraic torus Gm that acts on U. We name the

finite groups U =U(Fq) and T = T(Fq).

Now, let T act by Fq morphisms on U and define G = U ⋊T . Then U is a normal

subgroup of G. Our goal is to find the irreducible characters of G over a K then

over κ. Since U is a p-group, representation theory of U is the same over both fields

while the representations of G becomes more complicated over κ.

In both cases we will need Clifford theory as found in [CR06, Chapter 11] to give

information about sub-characters of an irreducible character of G. We recall two

useful theorems:

Theorem 5.2.1 (Clifford Theory). [CR06, Theorem 11.1] Let F be an arbitrary

field, H a normal subgroup of a finite group G, M a simple FG-module, and L a

simple FH-submodule of resGH(M). Then the following statements hold

1. resGH(M) is a semisimple FH-module, and is isomorphic to a direct sum of

conjugates of L.

2. The FH-homogeneous components of resGH(M) are permuted transitively by G.

3. Let L̃ be the FH-homogeneous components of resGH(M) containing L, and let

H̃ = {x ∈ G ∶ xL̃ = L}, the stabilizer of L̃. Write G as a disjoint union

G = ⋃ni=1 giH̃. Then {giL ∶ 1 ≤ i ≤ n} is a complete set of non-isomorphic

conjugates of L, and each appears with the same multiplicity e in resGH(M):

resGH(M) ≅ (⊕ni=1
giL)(e) .

4. Let L̃ and H̃ be as in (3). Then L̃ is a FH̃ module, and

M = indG
H̃
(L̃).

The FH-homogeneous components in (2) are isomorphism classes of simple left
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FH-submodules of resGH(M). These are sometimes called the “isotypic components”.

Theorem 5.2.2. [CR06, Theorem 11.5] Let ψ ∈ IrrF (H) where H ⊴ G, and let

S = Gψ, the stabilizer of ψ in G. Suppose that ψ = ψ1∣H for some F -character ψ1 of

S, that is, suppose that ψ can be extended to a character ψ1 of S. Then

1. ψ1 ∈ IrrF (S)

2. Each ω ∈ IrrF (S/H) can be viewed as an irreducible K-character of S, and we

have indGS (ωψ1) ∈ IrrF (G) for each ω.

3. The formula indGS ψ = ∑ω(1) indGS (ωψ1), where the sum extends over all ω ∈

IrrF (S/H), gives indGH ψ as a linear combination of distinct irreducible char-

acters indGS (ωψ1).

Chapter 4 gives us complete information about the irreducible KU and κU -

modules. Our goal is to lift a character of U to its stabilizer S using Theorem 5.2.2.

Then, we will show that induction from an irreducible representation of S to G will

be irreducible regardless of the field.

However, in order to use Theorem 5.2.2, we need to be able to extend an irre-

ducible representation ρ of U to S: we would like to be able to say that for every irre-

ducible representation (ρ, V ) of U there exists an irreducible representation (ρ1, V )

of S.

The following lemma gives existence of such an extension for every irreducible

representation of U :

Lemma 5.2.3. Suppose that T is a cyclic group T = ⟨t⟩, G = U ⋊⟨t⟩, (ψ,V ) ∈ Irr(U)

and V ≅t V . Then ψ is extendable to G.

Proof. Given an irreducible representation ψ of U , the goal is to build an irreducible

representation ψ̃ of V from ψ. The complication here is in building a homomorphism

from the module isomorphism between V and tV .

Fix a U isomorphism α with α ⋅ V →t V . Now, if tm = 1, we can map which we

will call αm from V →tm V = V . Thus αm is a scalar which we will call a ∈ k×. Since
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k is algebraically closed, we can choose d ∈ k× with dm = a. We re-define α = 1
dα so

that αm = id.

We can denote α by a matrix in GL(V ) and αi as the matrix product. Let

ψ̃ ∶ U ⋊ T → GL(V ) be given by the map

(u, ti) ↦ ψ(u)αi.

The product of two elements in G is given by

(u, ti)(u′, tj) = (u ⋅t
i

u′, ti+j).

To check that ψ̃ is a homomorphism, we apply it to both sides. We can compute

ψ̃(u, ti)ψ̃(u′, tj) = ψ(u)αiψ(u′)αj

which is equal to

ψ(u) [t
i

ψ(u′)]αi+j .

This is exactly equal to ψ̃(u ⋅ti u′, ti+j), so ψ̃ is a homomorphism.

Let S be the stabilizer of an irreducible representation ρΩ of U . Then S/U

is cyclic. It follows immediately that ρΩ is invariant in S. Thus, an irreducible

character of U will always extend to its stabilizer.

Suppose that u = Log(U) and that ρΩ ∈ Irr(U) is a character associated to the

coadjoint orbit Ω in u∗ = Hom(u,K) or u∗ = Hom(u, κ). If t ∈ T acts on U then

there is an induced action on u. The action on u∗ is then given by t ⋅ f(u) = f(t−1u)

for f ∈ u∗, t ∈ T and u ∈ u.

This is immediately related to the action of G on an arbitrary representation

usually denoted ρx(g) = ρ(xgx−1) for any x ∈ G.

Proposition 5.2.4. The action of G on ρΩ is given by ρgΩ = ρg−1Ω.



58

Proof. Recall that

ρΩ(h) = 1

(card Ω)1/2 ∑
f∈Ω

f(log h) ∀h ∈H.

Then,

ρgΩ(h) = 1

(card Ω)1/2 ∑
f∈Ω

f(log ghg−1)

= 1

(card Ω)1/2 ∑
f∈Ω

g−1f(log h)

= 1

(card Ω)1/2 ∑
g−1f

f(log h).

for every f ∈ Ω.

Now, let S be the stabilizer of a representation ρΩ in G. We have S ⊃ U because

an inner automorphism always produces an isomorphic representation. Therefore,

S/U is cyclic. By Lemma 5.2.3, for any Ω, we can find an irreducible representation

ρ1
Ω so that its restriction to U is ρΩ. In particular, dimρ1

Ω = dimρΩ.

The set of irreducible K-representations of S is not always in one-to-one corre-

spondence with the set of irreducible κ-representations. We begin with the “ordinary”

K-representations.

5.2.1 Irreducible K-characters of G

Let S be the stabilizer of an irreducible K-character ρΩ of U . Since S/U is abelian

and since K is sufficiently large, S/U has ∣S/U ∣ one dimensional K-representations.

Lemma 5.2.5. Fix a lift ρ1 of ρΩ. Then every irreducible component of indSU ρΩ has

the form σ ⊗ ρ1 for some irreducible character σ of S/U .

Proof. Since

⟨indGU ρΩ, σ ⊗ ρ1⟩ = ⟨ρΩ, ρΩ⟩ = 1
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by Frobenius reciprocity it is sufficient to show that σ1⊗ρ1
Ω and σ2⊗ρ1

Ω are pairwise

non-isomorphic. This is exactly the corollary ascribed to Gallagher at [Isa94, Corol-

lary 6.17].

Since every such σ ⊗ ρ1 is a choice of extension of ρΩ, it is reasonable to try

to induce extensions from S to G. It turns out that we can find every irreducible

representation of G from indGS . More precisely:

Lemma 5.2.6. Suppose ρΩ is an irreducible representation of U and ρ1 is an exten-

sion of ρΩ in S. Then indGS ρ
1
Ω is irreducible.

Proof. Let dimρΩ = n. By Lemma 5.2.3 we have dimρ1
Ω = n. The dimension

dim indGS ρ
1
Ω = [G ∶ S]n. By Theorem 5.2.1 every irreducible KG-module whose

restriction contains ρΩ must contain the full G orbit of ρΩ. Thus, resGU indGS ρ
1
Ω has

⊕ρgiΩ as a sub-character where ρgiΩ are the distinct elements in the G orbit of ρΩ.

However, the dimension of ⊕ρgiΩ is also [G ∶ S]n, so indGS ρ
1
Ω is irreducible.

This will give us every irreducible representation of G whose restriction con-

tains a fixed ρΩ by the previous two lemmata. However, we can actually find every

irreducible K-character in this way.

Theorem 5.2.7. Every irreducible K-character of G is of the form indGS ρ
1
Ω for a

fixed extension ρ1
Ω of ρΩ to S.

Proof. Suppose that α is an irreducible character of G. Let ρΩ be a constituent

character of resGU α and let S be the stabilizer of ρΩ in G. We will show that there

exists a lift of ρΩ to S whose induced character to G is isomorphic to α. Consider

indSU ρΩ, which contains every extension ρ1
Ω of ρΩ by

⟨indSU ρΩ, ρ
1
Ω⟩ = 1.

Since resGU α has ρΩ as a constituent character we compute

⟨indSU ρΩ, resGS α⟩ = ⟨ρΩ, resGU α⟩ ≥ 1.
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Thus, there exists at least one shared irreducible K-character ρ1
Ω which is a con-

stituent of both indSU ρΩ and resGS α. Then indGS ρ
1
Ω is irreducible by the previous

theorem and isomorphic to α by

⟨α, indGS ρ
1
Ω⟩ = 1.

We can be fairly explicit with the structure of the regular representation: since K

is algebraically closed and characteristic 0, the regular representation is semisimple

with components as given.

It is also useful to describe the irreducible representations according to the di-

mension formula

∣G∣ = ∑(dimαi)2

where αi are all irreducible representations of G. Suppose ρ1 to ρn are a complete

set of irreducible characters of U with stabilizers S1 to Sn. For each Si there are

∣Si/U ∣ irreducible characters of Si/U , which we will call σji . The extensions σji ⊗ ρ
1
i

give every irreducible character of Si which restricts to ρi and have dimension equal

to that of ρi.

Then indGSi σ
j
i ⊗ ρ

1
i is irreducible and has dimension ∣G/Si∣dimρi. An induced

representation necessarily contains other ρi, in particular, it contains exactly one G

orbit ∣G∣/∣Si∣ of ρi which all have the same dimension. We can then sum over m ≤ n

with
n

∑
i=1

dimρ2
i =

m

∑
j=1

∣G∣ρ2
j

∣Sj ∣
= ∣U ∣

where j indexes ρi which are not in the same G orbit. The dimension formula then

gives
m

∑
j=1

∣Sj/U ∣∣G/Sj ∣2 dimρ2
j =

∣G∣
∣U ∣

m

∑
j=1

∣G∣ρ2
j

∣Sj ∣
= ∣G∣.
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5.2.2 Irreducible κ-characters of G

Now, suppose that S is the stabilizer of an irreducible κ-character ρΩ of U . While S

is the same as above, the number of irreducible κ-representations of the cyclic group

S/U is smaller than the number of irreducible K representations: κ lacks `i-th roots

of unity. Suppose ∣S/U ∣ = a`m with a co-prime to `. The irreducible characters of

S/U then factor through the irreducible characters of a cyclic group Ca order a. In

particular, if A = S/H and B is the `-primary subgroup of A, then the irreducible

representations of A in characteristic ` are precisely the irreducible representations

of A. Given a character χ ∶ S/U → κ×, χ(x) = 1 when the order of x divides `a.

However, there are noticeable similarities to the previous section.

Lemma 5.2.8. Suppose that W is an irreducible representation of U with stabilizer

S in G and that W 1 is a κ[S]-module with resSUW
1 = W . Then indGS W

1 is an

irreducible κG module.

Proof. The proof is the same as the previous section. Given an extension W 1 of W ,

the dimension ∣ indGS W
1∣ is equal to the dimension of the direct sum of the G-orbit

of W in U . Thus W 1 is irreducible.

Theorem 5.2.1. Every irreducible κ-representation of G is of the form indGS M

where M is an irreducible representation of S with the form resSUM ≅W for W an

irreducible representation of U with stabilizer S.

Proof. Suppose that A is an irreducible representation ofG. Then resGU is semisimple,

so choose a simple submoduleW . We claim that A can be induced from the stabilizer

S of W in G.

We check the group

Hom(indSSW, resGS A).

By Frobenius reciprocity,

Hom(indSUW, resGS A) ≅ Hom(W, resGU A)
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which implies there exists a nontrivial homomorphism from W to resGU A. There-

fore, there exists some composition factor M of indSUW which is isomorphic to a

submodule of resGS A. Then, by Lemma 5.2.8, indGS M is irreducible. Furthermore,

Hom(indGS M,A) = Hom(M, resGS A)

which is nonzero by construction. Thus, since both indGS M and A are irreducible,

they are isomorphic. Since every composition factor of indSUW has resSUM ≅ W ,

every irreducible representation of G arises as a lift of an irreducible representation

W of U .

Every composition factor has resSUM ≅ W , so ⟨resGS A, indSUW ⟩ is nonzero. Let

U1 ⊃ . . . ⊃ Un be a composition series for indSUW . Every composition factor has

the form resSU Ui/Ui+1 ≅W . Then, existence of an element of Hom(resGS A, indSUW )

implies that there is a simple composition factor M which appears in both resGS A

and indSUW .

Finally, indGS M is irreducible in G by the previous lemma, so ⟨resGS A,M⟩ ≥ 1

implies that

⟨A, indGS M⟩ = 1.

5.3 Example: Modular Representations of Hβ ⋊ T

Let T = F×
p2 which is a cyclic group of order p2 − 1 = (p+ 1)(p− 1). The group T has

an action on Hβ given by

a ⋅ (g1, g2) = (ag1, a
p+1g2).

This action gives a nontrivial automorphism of Hβ .

We would like to identify all of the orbits of this T action. When g1 ≠ 0, the

orbit size is necessarily p2 − 1 since g1 will go to every nonzero element of Fq. Now
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suppose g1 = 0. The elements (0, g2) have a substantial stabilizer in T since T has a

cyclic subgroup of order p + 1.

There are exactly p + 1 elements of F×
p2 with ap+1 = 1. Let φ ∶ Fp2 → Fp2 take

a ↦ ap+1. Then ∣ker(φ)∣ = p + 1, which means that ∣ im(φ)∣ = p − 1 by the first

isomorphism theorem. This gives that there are p − 1 elements in the T orbit of

(0, g2).

The action of T on orbits in g∗ is also This gives that there are p− 1 elements in

the T orbit of (0, g2). The action of T on orbits in g∗ is also useful, useful, because

ρtΩ(g) = ρt⋅Ω(g).

When v2 ∈ Fp then the singleton orbit (v1, v2) is glued by Clifford theory to p2−1

other singleton orbits provided v1 ≠ 0: they will be contained in the restriction of

the same irreducible character of G =Hβ ⋊T . When v1 = 0, it is glued to p− 1 other

orbits if v2 ≠ 0 and no other orbits when v2 = 0.

When v2 ∉ Fp, the action of T on the first term does not matter because the

other av1 were already in the coadjoint orbit of Hβ . Therefore, we only have to

worry about the p − 1 orbits that are glued together in the second term. The full

chart is as follows
Element of g∗ Conditions Total G orbit size Number of orbits

(0,0) 1 1

(0, v2) v2 ∈ Fp p − 1 1

(v1, v2) v1 ≠ 0, v2 ∈ Fp p2 − 1 p

(0, v2) v2 ∉ Fp (p − 1)(p2) p

This accounts for all p4 elements of Hβ .

5.3.1 Clifford theory for T ⋉Hβ

Once we have knowledge of the T action on representations ofHβ , we can use Clifford

theory to construct the irreducible representations of G =Hβ ⋊ T .

Let S be the stabilizer of a given representation ρω in G. By Theorem 5.2.7 every

irreducible representation of S can be induced to an irreducible representation of G.
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For example, the representation ρ(0,0) has S = G. Then, by the lifting properties

there are p2 − 1 representations of G whose restriction is exactly ρ(0,0).

The stabilizer of ρ(0,v2) in G with v2 ∈ Fp must have order (p + 1)(p4). There-

fore, there are p+ 1 irreducible K-representations of S which contain the irreducible

representation ρ(0,v2) of Hβ . Each of those representations can be induced up to G,

and each of those induced representations is irreducible and has restriction

resGHβ indGS ρ
1
(0,v2) = ∑

T orbit
ρt(0,v2).

This is a representation of dimension p − 1, so we are done.

In the same way, each of the ρ(v1,v2) lifts to one representation of dimension p2−1.

Each ρ(0,v2) with v2 ∉ Fp is a p-dimensional representation in Hβ , so it lifts to p + 1

representations of dimension (p−1)p. This is all of the irreducible K-representations

of G, a fact which we can be verified by the dimension formula.
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Chapter 6

A Bound on Cohomology

Given a reductive group G, and a rational representation G→ GL(V ), we know that

H i(G,V ) = H i(B,V ) for a Borel subgroup B ⊂ G. Then, with B = T ⋉ U since

H i(B,V ) = H i(U,V )T , we can exploit the T module structure of k[U] to find an

upper bound for the dimension of H i(G,V ) based only on the action of T on V .

6.1 Introduction

Let k be an algebraically closed field with char(k) ≥ 2. Let B be a connected solvable

group with T a maximal torus and U = RuB. Let µ1, . . . , µe be the weights of T on

Lie(U). Consider the following condition on the µi:

If ai are non-negative integers then

e

∑
i=1

aiµi = 0 implies that all of the ai = 0. (6.1)

We will prove the following theorem:

Theorem 6.1.1. Let B be a connected solvable group with maximal torus T where

condition (6.1) holds. If V is an n-dimensional B-module then

dimH i(B,V ) ≤ nM i(B,λ)

for a weight λ of V and M i(B,λ) an integer described below.

To prove this, we will first look at the algebraic group W which is a vector group

- isomorphic to a product of additive groups - and a torus T with an action on W .

We first look at the Hochschild complex

Ci(G,M) =M ⊗
i

⊗k[G].
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We describe this complex along with connecting maps ∂i in Definition 2.3.3. The

cohomologyHn(G,M) is ker(∂i+1)/ im(∂i). For the purposes of this chapter, we only

need the definition of the complex itself and that dimH i(G,V ) ≤ dimCi(G,V ).

Since the terms of the complex Ci(W,kλ) are all T modules, we have a T action.

The dimension of the torus fixed points of this complex is exactly the weight 0 space.

Then, computing this dimension reduces to a combinatorial question: for a fixed λ,

how many ways are there to arrange polynomials in ⊗i k[W ] so that the weights

add to λ?

Once there is a bound on Ci(W,kλ)T , we can use the same bound on to torus

fixed points of arbitrary unipotent groups and finally to connected solvable groups.

This gives an explicit, large, upper bound on cohomology H i(B,kλ), which we can

extend to H i(B,V ) using only first principles. A theorem in [Jan03] gives the nice

corollary:

Corollary 6.1.2. For a reductive group G and an n-dimensional T -module V ,

H i(G,V ) ≤ nM i(G,λ)

for some weight λ of V and M i(G,λ) as described below.

6.2 Group Actions on the Hochschild complex

Let char(k) ≥ 2. We first look at torus fixed points in Ci(U,k). It will benefit us to

look at a short example before we begin.

Example 6.2.1. Let W be an a dimensional T -module with its T -module structure

given by t ⋅ w = µ(t)w for all w ∈ W and t ∈ T with µ ≠ 0. We are going to use the

algebraic group structure on W , so we view it as a product of a additive groups.

We would like to find the dimension of the zero weight space of Ci(W,kλ) for

arbitrary λ. If λ ≠ bµ for any b then there is nothing in the zero weight space.

Now we examine the dimension of C1(W,kλ)T if λ = bµ for some positive integer

b. The basis for the degree b homogeneous functions in k[W ] each give a torus fixed
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point in C1 since an element will have weight bµ.

Now, degree b homogeneous elements of Ci(W,kλ)T come from elements of

k[T ]c1 ⊗⋯⊗ k[T ]ci with c1 +⋯ + ci = b.

However, it is easier to look at all of our variables at once by checking k[T×⋯×T ]b.

Then, we only have to count the number of ways we can partition b over ia different

variables. This corresponds to the number of ways to write x1+x2+⋯+xiai−1+xiai = b

where xi are non-negative integers. This is the well known “stars and bars” problem,

so we have the well known solution

dimCi(W,kλ)T ≤
⎛
⎜⎜
⎝

b + ia − 1

ia − 1

⎞
⎟⎟
⎠
.

The number of ways to write a weight as a non-negative sum of roots in a given

root system is called the Konstant partition function. It is well known that the

Konstant partition function is finite, but a proof of the following remark is provided:

Proposition 6.2.2. Suppose λ is a weight and µ1, . . . , µe have the property that

e

∑
i=1

aiµi = 0

for non-negative integers ai implies that all the ai = 0. Then there are finitely many

sets (b1, . . . , bi) for which b1µ1 +⋯ + biµi = λ.

Proof. Suppose that µ1, . . . , µe have the property that for any integers ai which are

non-negative we have that

a1µ1 +⋯ + aeµe = 0

implies that all the ai are 0. Call B the set of vectors b = [b1, . . . , be] for which

λ = b1µ1 +⋯ + beµe



68

and suppose that B is infinite. Fix [a1, . . . , ae] ∈ B and let

e

∑
i=1

ai =M.

The number of tuples [b1, . . . , be] whose entries sum to M correspond to a par-

tition of M into e parts. There are therefore finitely many tuples of non-negative

integers whose entries sum to a given number M .

There must be a vector in b ∈ B with bi ≥ ai for all i and bj > aj for some j. Then

0 = λ − λ =
e

∑
i=1

(bi − ai)µi

is a positive linear combination of the µi, which implies that bi −ai must be 0. Thus

there are only finitely many b ∈ B.

The following lemma contains the bulk of the content of the main theorem of

this chapter:

Lemma 6.2.3. Let W be a product of additive groups seen as a T -module with

positively linearly independent weights µ1, . . . , µe whose weight spaces have dimension

a1, . . . , ae. Suppose λ = µb11 ⋯µ
be
e for all b = [b1, . . . , be] in a finite set B. Then

dimCi(W,kλ)T ≤ ∑
b∈B

e

∏
j=1

⎛
⎜⎜
⎝

bj + iaj − 1

iaj − 1

⎞
⎟⎟
⎠
.

Proof. Let

k[W ] = k[X1,1, . . . ,X1,a1 , . . . ,Xe,1, . . . ,Xe,ae]

where t ⋅Xj,aj = µj(t)Xj,aj . Fix b ∈ B so that λ = µb11 ⋯µ
be
e . Then Ci(W,kλ)T are the

elements in kλ ⊗ k[W ] ⊗ ⋯ ⊗ k[W ] where the sum of the powers of Xj,aj across all

components adds to bj .

Then, the total number of ways this can happen is the product from 1 to e of the

result from the example. Since we have this bound for each b in B, all that remains
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is to add that bound so

dimCi(W,kλ)T ≤ ∑
b∈B

e

∏
j=1

⎛
⎜⎜
⎝

bj + iaj − 1

iaj − 1

⎞
⎟⎟
⎠
.

Since H i(W,kλ) is a quotient of Ci(W,Kλ), this is also a bound on the dimension

of H i(W,kλ). For the remainder of the paper we call this bound M i(W,λ).

6.3 Equality of Coordinate Rings

Proposition 6.3.1. Let T act on G, a connected unipotent linear algebraic group.

Then as T -modules,

k[U] ≅ k[Lie(U)].

Proof. Since Lie(U) is a vector space, k[Lie(U)] = k[T1, . . . , Td] where d is the

dimension of Lie(U). We now show that as a T -module, k[U] can be given the same

structure.

Let A = k[U] and let m be the maximal ideal in A associated to 1 in U . For any

T -module W with filtration

W =W0 ⊃W1 ⊃ ⋯

with ⋂Wi = {0} then

W ≅ W0

W1
⊕ W1

W2
⊕ W2

W3
⊕⋯.

Then, as a T -module, k[U] has a filtration of T -modules

A ⊃ m ⊃ m2 ⊃ m3 ⊃ ⋯

with ⋂mi = {0}. Thus

A ≅ A
m
⊕ m

m2
⊕⋯

so A is isomorphic to its associated graded ring Grm as a T -module. Now, we use



70

the following theorem from commutative algebra to finish the proof:

Theorem 6.3.2. [AM69, Theorem 11.22] Let A be a Noetherian local ring of di-

mension d, m its maximal ideal and k = A/m Then the following are equivalent:

i. Grm(A) ≅ k[t1, . . . , td] where the ti are independent indeterminants;

ii. dimk(m/m2) = d.

But m/m2 is the Zariski cotangent space, so it also has dimension d. Thus as a

T module, A is isomorphic to a polynomial ring of dimension d, so

k[U] ≅ k[Lie(U)].

As a direct corollary,

kλ ⊗
i

⊗k[Lie(U)] ≅ Ci(U,kλ),

so

dimH i(U,kλ)T ≤ dimCi(U,kλ)T ≤M i(Lie(U), λ).

Now, since H i(U,kλ)T = H i(B,kλ), we have a bound on the cohomology of B.

For convenience we will rename

M i(Lie(U), λ) =M i(B,λ).

6.4 A Bound on dimH i(B,V ))

We examine the exact sequence

0 kλ V V /kλ 0 .
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This gives a long exact sequence in cohomology

⋯ H i(B,kλ) H i(B,V ) H i(B,V /kλ) ⋯ .

Now, if V has dimension 2 and has weights λ1 and λ2, we have that

⋯ H i(B,kλ1) H i(B,V ) H i(B,kλ2) ⋯

so the dimension of H i(B,V ) is bounded above by M i(B,λ1)+M i(B,λ2). Rename

the weight with the larger M i to α so that dimH i(B,V ) ≤ 2M i(B,α).

Now, suppose that for any n − 1-dimensional vector space W we have

H i(B,W ) ≤ (n − 1)M i(B,β)

for some weight β. Then for an n-dimensional vector space V we have

⋯ H i(B,kλ) H i(B,V ) H i(B,W ) ⋯

so

dimH i(B,V ) ≤ (n − 1)M i(B,β) +M i(B,λ).

Thus, if we replace the weight with the higher bound by α, we have

dimH i(B,V ) ≤ nM i(B,α).

If G is a reductive group with a rational representation G → GL(V ) for an n-

dimensional vector space V and B is a Borel subgroup of G with B = T ⋉ U , then

H i(B,V ) is bounded by nM i(B,α) as in the sections above and [Jan03] by

H i(B,V ) =H i(G,V ).

Therefore, H i(G,V ) has an upper bound based on the torus action T on V .
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Appendix A

Proof of Theorem 3.2.6

Lemma A.0.1. The group Ext(W perf
n ,Gperf

a ) is a free left A1-module with basis α1
n.

Ext(Gperf
a ,W perf

n ) is a free right A1 module with basis αn1 .

Proof. We first do the left A1-module case. The right A1 module argument is essen-

tially the same but uses a different exact sequence of Ext.

We can use induction on the length of the truncated perfectized Witt vectors.

Lemma 3.2.4 gives the base case. For n ≥ 2, we need to use the exact sequence of

Ext associated to the extension

0 Gperf
a W perf

n W perf
n−1 0V n−1 R

is given by

Ext(W perf
n−1 ,G

perf
a ) Ext(W perf

n ,Gperf
a ,Gperf

a ) Ext(Gperf
a ,Gperf

a )λ µ
.

If x ∈ Ext(W perf
n−1 ,G

perf
a ) we have λ(x) = R∗(x) = xR and µ(y) = V (n−1)∗(y) =

yV n−1 so λ and µ are homomorphisms for the structure of a left A1 module.

We have the identities

V αmn = αm+1
n−1 R and αmn V = αmn−1

so λ(α1
n−1) = α1

n−1R = α0
n = 0. The induction hypothesis says that α1

n−1 generates

Ext(W perf
n−1 ,G

perf
a ), so λ = 0. Thus µ is injective.

By the same identities µ(α1
n) = α1

nV
n−1 = α1

1 and, according to Lemma 3.2.4 α1
1

is a basis of Ext(Gperf
a ,Gperf

a ) so µ is surjective. It follows that µ is bijective and

that α1
n is a basis of Ext(W perf

n ,Gperf
a ).
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For the right A1 module case we also argue by induction with the exact sequence

0 W perf
n−1 W perf

n Gperf
a 0V Rn−1

and the associated second exact sequence of Ext

Ext(Gperf
a ,W perf

n−1 ) Ext(Gperf
a ,W perf

n ) Ext(Gperf
a ,Gperf

a )λ µ
.

Then λ(x) = V∗(x) = V x and µ(y) = Rn−1
∗ (y) = Rn−1y. We check λ(αn−1

1 ) = αn0 =

0 so λ is the zero map by the induction hypothesis.

The identity

Rαmn = αm−1
n

gives µ(αn1) = Rn−1αn1 = α1
1. Since α

1
1 is a basis of Ext(Gperf

a ,Gperf
a ) on the as a left

module as well, µ is surjective and αn1 is a basis of Ext(Gperf
a ,W perf

n ).

Lemma A.0.2. Let n ≥ 0. For every φ ∈ A1, there exist Φ and Φ′ in An+1 so that

φRn = RnΦ and Φ′V n = V nφ.

Proof. We restrict to the case where φ(t) = λtpi with λ ∈ k and i ∈ Z and then extend

linearly. Choose w ∈W perf
n+1 so that Rnw = λ and define Φ by the formula

Φ(x) = w.F i(x)

with product given by the product in Wn+1. Then

RnΦ(x) = λ.RnF i(x) = λ.F iRn(x) = φRn(x).

Similarly, define Φ′ by the formula

Φ′(x) = w′.F i(x), with RnFnw′ = λ.



74

Lemma A.0.3. Every element x of Ext(W perf
n ,Gperf

a ) can be written x = α1
nf , with

f ∈ An. One has α1
nf = 0 if and only if f is not an isogeny. Every element x of

Ext(Gperf
a ,W perf

n ) can be written x = gαn1 , with g ∈ An. One has gαn1 = 0 if and only

if g is not an isogeny.

Proof. We have xV n−1 ∈ Ext(Gperf
a ,Gperf

a ). Then, Lemma 3.2.4 gives

xV n−1 = α1
1ψ

with ψ ∈ A1. By Lemma A.0.2, there exists f ∈ An so that fV n−1 = V n−1ψ which

immediately gives

xV n−1 = α1
1ψ = α1

nV
n−1ψ = α1

nfV
n−1

However, µ ∶ x ↦ xV n−1 is bijective. The relation xV n−1 = α1
nfV

n−1 then implies

that x = α1
nf .

We also have that x = 0 is the same statement as xV n−1 = 0. The previous

lemma then gives α1
1ψ = 0 and ψ = 0. By fV n−1 = V n−1ψ, fV n−1 = 0. This gives

that the kernel of f contains an additive group, so it is positive dimensional. Similar

manipulations give the other half of the lemma. Start with Rn−1x ∈ Ext(Gperf
a ,Gperf

a )

which gives

Rn−1x = ψα1
1

for some ψ ∈ A1. According to Lemma A.0.2 there exists g ∈ An so that Rn−1g =

ψRn−1 which gives

Rn−1x = ψα1
1 = ψRn−1αn1 = Rn−1gαn1 .

A homomorphism µ ∶ x↦ Rn−1x is also bijective so the relation Rn−1x = Rn−1gαn1

implies that x = gαn1 . When x = 0, ψ = 0 by the analogous argument to above.

Equivalently Rn−1f = 0 and the kernel of g is also positive dimensional.

Lemma A.0.4. If m ≥ n, every element x ∈ Ext(W perf
n ,Gperf

a ) can be written x =

αnmf with f ∈ Hom(W perf
n ,W perf

m ). If m ≥ n, every element x ∈ Ext(Gperf
a ,W perf

n )

can be written x = gαm1 with g ∈ Hom(W perf
m ,W perf

n ).
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Proof. According to Lemma A.0.3, x = α1
nf1 with f1 ∈ An. As α1

n = α1
mV

m−n, this

can be written x = α1
mV

m−nf1 and we put f = V m−nf1 which is an element of

Hom(W perf
n ,W perf

m ). The proof of the second half is analogous with g = g1R
m−n.

A.1 Isogenies with a product of Witt Groups

Let G be a connected unipotent perfect group scheme. Every element x of Gperf
a is

p-torsion because every element of Ga is p-torsion. Thus, because G is a multiple

extension of groups Gperf
a , there exists an integer n ≥ 0 such that pn.x = 0 for all

x ∈ G. The period of G is the smallest power of p satisfying this condition. In

particular, if n = dimG, the period of G is less than or equal to pn. On the other

hand

Proposition A.1.1. Let G be a commutative connected unipotent group of dimen-

sion n. The following three conditions are equivalent.

(i) The period of G is equal to pn

(ii) There exists an isogeny f ∶W perf
n → G

(ii)’ There exists an isogeny f ′ ∶ G→W perf
n

Proof. Since the period is invariant by isogeny, the implications from (ii) ⇒ (i) and

(ii)′ ⇒ (i) are immediate. We can use induction for (i) ⇒ (ii). If n = 1, this group

is trivial. If n ≥ 2, G can be is an extension of a group G1 of dimension n − 1 by

the group Gperf
a . The period of G1 is necessarily pn−1, and the induction hypothesis

says there exists an isogeny g ∶Wn−1 → G1. Then g∗(G) ∈ Ext(W perf
n−1 ,G

perf
a ) and by

Lemma A.0.1 there exists φ ∈ A1 so that g∗(G) = φ∗(W perf
n ). By definition, this says

there exists a homomorphism f ∶Wn → G making a commutative diagram

0 Gperf
a W perf

n W perf
n−1 0

0 Gperf
a G G1 0

φ f g .
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If φ were equal to 0 the homomorphism g would define by passage to the quotient

a homomorphism fromWn−1 to G and the group G would be isogenous to Ga×Wn−1

and we would be done. But, since g is an isogeny, the same is true of f which proves

(i) ⇒ (ii). The implication (i) ⇒ (ii)′ has the same proof using the second part of

Lemma A.0.1.

Proposition A.1.2. Let W = ∏W perf
ni be a product of perfectized Witt groups, and

let G be a connected unipotent group. The following conditions are equivalent:

(i) There exists an isogeny f ∶ G→W

(i)’ There exists an isogeny g ∶W → G.

Proof. Suppose that (i) is true and let G′
i be the inverse images in G of the factors

W perf
ni in W ; for every i let Gi be the connected component of the identity of G′

i.

The map fi ∶ Gi →W perf
ni defined by f is an isogeny. According to A.1.1, there exists

an isogeny Gi ∶W perf
ni → Gi and the map g ∶W → G which is the sum of the gi is an

isogeny, which proves (a) ⇒ (a)′. The other direction from (a)′ ⇒ (a) is similar.

Proof. Suppose that G is a connected unipotent perfect group scheme of dimension

r. We argue by induction on r, with r = 1 referring to isogenies of the additive group.

The group G is an extension of a group G1 of dimension r − 1 by the group Gperf
a .

The induction hypothesis is that there exists an isogeny

f ∶
i=k
∏
i=1

Wni → G1.

Put W = ∏i=l
i=1W

perf
ni → G1. The group f∗(G) is an extension of W by Gperf

a and is

isogenous to G. Then, if G is a product of Witt groups we are done.

In this case, the extension G is then defined by a family of elements γi which are

in Ext(W perf
ni ,Gperf

a ). Suppose n1 ≥ ni for all i and let W ′ be the product of the Wni

starting at the second term i ≥ 2. We treat γ1 differently depending on if it is trivial

factor system or not:
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1. If γ1 = 0, G is immediately a product of Wn, and the extension of W ′ by Ga is

defined by the system (γi) for i ≥ 2. The induction hypothesis shows that G

is isogenous to a product of Witt groups.

2. If γ1 ≠ 0 we can define a different extension. Suppose β = (βi) ∈ Ext(W,Gperf
a )

is the element defined by β1 = α1
n and βi = 0 if i ≥ 2. The extension G′

corresponding to β is exactly the product Wni+1 ×W ′. Then, an isogeny exists

from W to W exists. Let φ ∶ W → W so that φ∗(G′) is isomorphic to G. It

will follow that G is isogenous to G′, which is a product of Witt groups.

According to Lemma A.0.4, there exists fi ∈ Hom(W perf
ni ,W perf

n ) such that

γi = α1
nfi. Thus we define φ ∶W →W by the formula

φ(w1,w2, . . . ,wk) = (f1(w1) +⋯ + fk(wk),w2, . . . ,wk).

Then, φ∗(β) = γ where γ can be seen as an element of Ext(W,Gperf
a ) associated

to G. We have that f1 is surjective by Lemma A.0.3 which gives α1
nf1 ≠ 0.

Therefore, φ is also surjective and it is an isogeny.

Proof. Let G be such a group and let r be its dimension. When r = 1, any commu-

tative connected unipotent group is isomorphic to a subgroup given by an isogeny

of Ga to Ga or given by the quotient by the trivial group. Suppose G is an ex-

tension of Gperf
a by a group of G1 of dimension r − 1. By induction hypothesis, G1

can be embedded in a product W of Witt groups, and G can be embedded in the

corresponding extension of Gperf
a by W .

Now, let W = ∏u=m
i=1 Wni be a decomposition of W into a product of Witt groups.

An element G ∈ Ext(Gperf
a ,W ) is defined by a family of elements γi ∈ Ext(Ga,Wni).

According to Lemma A.0.1, there exists φi ∈ A1 such that γi = αni1 φi. Then put

L =
i=m
∏
i=1

Wni+1 ×Gperf
a .
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We can consider L as an extension of (Gperf
a )m ×Gperf

a by W ; let

β ∈ Ext((Gperf
a )m ×Gperf

a ,Wni)

be the corresponding element. Then we define a homomorphism

θ ∶Gperf
a → (Gperf

a )m ×Ga

by the formula

θ(x) = (φ1(x), . . . , φm(x), x).

We have then that βθ = G which corresponds to the existence of a homomorphism

ψ ∶ G→ L making a commutative diagram

0 W G Gperf
a 0

0 W L (Gperf
a )m ×Ga 0

ψ θ .

That means that θ is an embedding of Gperf
a in (Gperf

a )m ×Gperf
a . The same is

therefore also true for ψ which finishes the proof.

We argue by induction on the dimension of the given group G, by considering G

as an extension of a group G1 by Gperf
a . The induction hypothesis can be applied to

G1, which means we can suppose that G1 is a product ∏i=m
i=1 W perf

ni+1 ×Gperf
a of Witt

groups. Then, G is isomorphic to the quotient of ∏i=m
i=1 W perf

n+1 ×G
perf
a by a connected

subgroup isomorphic to (Gperf
a )m
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