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This course is meant to closely parallel the structure and content of the same course 
delivered to the Boston TUSM students.  Course materials were developed by Allen 
F. Shaughnessy, PharmD, MMedEd, Professor of Family Medicine at Tufts.  The 
study guides, individual readiness assessment tests, and final exam are identical.  The 
in class materials and structure are unique to each site.  

 
Course Dates for 2013: 5/2, 5/8, 5/16, 5/22 
All classes held at the Brighton Campus 
 

Course Objectives 
Overall aims of the course 

• To reinforce the biostatistics and epidemiology knowledge components, 
already taught, required for the USMLE Step 1 Examination.  

• To demonstrate and contextualize how key concepts of biostatistics, 
epidemiology, and evidence-based medicine are used in the medical literature 
and applied to patient care.  

• To help students develop the ability to analyze, synthesize, and apply 
knowledge. 

• To prepare students to evaluate the medical literature and apply evidence to 
patient care in subsequent medical school courses and clerkships.  

• To encourage an inquisitive, questioning attitude toward medical knowledge 
and medical care.  

• To further inform your understanding of public health issues you will 
encounter in Maine. 

Specific objectives are listed for each session. 

Course Materials 

All the materials needed for this course can be found in the Maine Track section of 
TUSK.  For each session, you will find an article to review as well a Study Guide, 
which  is designed to be viewed electronically, with embedded links to additional 
readings, video, and exercises. There is not an assigned textbook. There are no 
powerpoint slides. Further readings, can be found at the Center for Information 
Mastery website. 
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Class Structure: 
 
Students will be expected to read the article for each session as well as the online 
Study Guides created by Dr. Allen Shaughnessy.  Students are also expected to 
complete an Individual Readiness Assessment Test (IRAT) for each session, to be 
submitted on TUSK no later than the start of class.   
 

2 hour session: 
15 minutes:  gathering and IRAT review 
30 minutes: didactic: key concepts and link to clinical implications 
45 minutes: small group critical appraisal of the article with worksheet; student 

lead, floating facilitators (3 for 6 groups) 
30 minutes: large group discussion of content, clinical take away   

 

Introduction to the Course  
 
1) The assigned preparation must be completed before each session. The study 

guides contains an explanation of the concepts with hyperlinks to additional 
readings and videos that may be helpful. They can be printed out but are designed 
to be read on a computer or tablet screen. If you understand the concepts by 
reading only the material in the study guide, there is no need to follow the 
hyperlinks (i.e., there is no “gotcha” information buried in one of the hyperlinked 
resources).  

 
2) The Individual Readiness Assessment Tests (IRATs) must be completed on 

your own before the start of class. There will be one IRAT for each class period 
(n = 4). The IRATs will be opened for completion immediately after the previous 
class ends and will remain open until immediately before the class starts. This step 
assures me, and your teammates, that you come to the class prepared. It also 
allows me to see where the group, as a whole, has had difficulty. These are 
individual (no group work) and comprise 20 percent of your grade.  

 
Following class, the IRATs will be available again, this time with the answers 
provided, for your use to review before the final exam. 

 
3) Class attendance is mandatory. Class time will be used to work in groups to 

complete critical appraisal of the assigned article, followed by group discussion 
about the clinical implications.  Classes will not be videorecorded or streamed.  

 
4) There is no need for computers during class, and group work in class will not 

use computers. The questions and exercises will be answered using the combined 
knowledge and wisdom of the group.  

 
5) Homework: Your homework is to critically assess an original research study, 

practice guideline, or review article that you identify on your own. You will use 
one of the worksheets associated with the classes, determine the article’s validity, 
come to a conclusion regarding a clinical question, and consider how you would 
explain the findings to a patient and their family. See Appendix 2.  

 



Grading 
 

 Percent of 
Grade 

Individual Readiness Assessment Tests 30 
Group Participation 30 
Final Exam 30 
Homework 10 

 
 

Your participation in this group work will be graded by your team members (see 
Appendix 1 at the end of this document). At the END of the course each person will 
divide up 50 points among the team members, awarding more points to team members 
who came more prepared and who participated to a greater extent, and awarding 
fewer points to those team members who didn’t. These points will be converted into a 
proportion of the total available points awarded to you (to account for teams of 
different sizes).  
 
Example: You are in a group of 6 students. Each student has 50 points to be 
distributed among the group. Let’s say you receive the following points from your 
team members: 
 

Student A.  10 points 
Student B.  15 points 
Student C.    7 points 
Student D.  10 points 
Student E.     9 points 

 
Total  51 points  

 
Since there are 5 other people in the group, the average score would be 50 (10 from 
each member to the group, other than yourself).  Your net points = 51-40 = 1 points.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Appendix 1. 
 
Peer Evaluation Form 

 
Peer Evaluation Name _________________________               Team # ______        
   
Please assign scores that reflect how you really feel about the extent to which the 
other members of your team contributed to your learning and/or your team’s 
performance. This will be your only opportunity to reward the members of your team 
who worked hard on your behalf. (Note: If you give everyone pretty much the same 
score you will be hurting those who did the most and helping those who did the 
least.) 
 
Preparation- Were they prepared when they came to class? 
Contribution- Did they contribute productively to group discussion and work? 
Respect for others’ ideas- Did they encourage others to contribute their ideas? 
Flexibility- Were they flexible when disagreements occurred? 
 
Instructions: In the space below please rate each of the other members of your team. 
Each member’s peer evaluation score will be the average of the points they receive 
from the other members of the team. To complete the evaluation you should: 1.) List 
the name of each member of your team in the alphabetical order of their last names 
and 2.) assign an average of 10 points to the other members of your team (Thus, for 
example, you should assign a total of 50 points in a six-member team.) and, 3.) 
Differentiate some in your ratings; for example, you must give at least one score of 11 
or higher (maximum = 15) and one score of 9 or lower. 
 
   Team Members   Score 
1. _______________________  ______   

2. _______________________  ______  

3. _______________________  ______  

4. _______________________  ______  

5. _______________________  ______  

6. _______________________  ______  

7. _______________________  ______  

 
Total    ___________ 
 
 



 
Appendix 2.   
 
Homework Assignment 
 
Who: Each person will submit the assignment. This is not a group assignment.  
 
What: You will critically appraise a research paper, practice guideline, or review 
article of your choice.  You may want to choose a paper that is related to your small 
group mentoring work or other clinical question you encounter this month. 
 
When: The homework should be submitted no later than the end of the course. 
 
Where: E-mail a copy of the paper (as a pdf) and the evaluation form (in Word) to 
Kathleen at fairfk@mmc.org  
 
How: For your identified article, answer the questions on the appropriate worksheet 
(see study guides for each type of article). At the end of the questions, answer the 
following question: 
 
How would you explain the findings of this article to a patient and their family? This 
answer should be two or three sentences. 
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Maine On-Line 
 IRAT Test Schedule Class date Quiz open Quiz closed 

Quiz with 
answers 
posted 

1 Therapy 2-May 26-Apr May 2, 9 A May 2, 11 A 
2 Diagnosis 8-May 2-May May 8, 10 A May 8 12 N 

3 Review 16-May 8-May 
May 16, 8:30 
A May 16, 10:30 

4 Guidelines 22-May 16-May May 22, 12:30 May 22, 2:30 
 



ARTICLE

Preventing Obesity Among Adolescent Girls

One-Year Outcomes of the Nutrition and Enjoyable Activity for Teen Girls
(NEAT Girls) Cluster Randomized Controlled Trial

David R. Lubans, PhD; Philip J. Morgan, PhD; Anthony D. Okely, EdD; Deborah Dewar, BEd; Clare E. Collins, PhD;
Marijka Batterham, PhD; Robin Callister, PhD; Ronald C. Plotnikoff, PhD

Objective: To evaluate the impact of a 12-month mul-
ticomponent school-based obesity prevention program,
Nutrition and Enjoyable Activity for Teen Girls among
adolescent girls.

Design: Group randomized controlled trial with 12-
month follow-up.

Setting: Twelve secondary schools in low-income com-
munities in the Hunter and Central Coast regions of New
South Wales, Australia.

Participants: Three hundred fifty-seven adolescent girls
aged 12 to 14 years.

Intervention: A multicomponent school-based inter-
vention program tailored for adolescent girls. The inter-
vention was based on social cognitive theory and in-
cluded teacher professional development, enhanced school
sport sessions, interactive seminars, nutrition work-
shops, lunch-time physical activity sessions, hand-
books and pedometers for self-monitoring, parent news-
letters, and text messaging for social support.

Main Outcome Measures: Body mass index (BMI, cal-
culated as weight in kilograms divided by height in me-

ters squared), BMI z score, body fat percentage, physi-
cal activity, screen time, dietary intake, and self-esteem.

Results: After 12 months, changes in BMI (adjusted mean
difference,−0.19;95%CI,−0.70 to0.33),BMI z score (mean,
−0.08; 95% CI, −0.20 to 0.04), and body fat percentage
(mean, −1.09; 95% CI, −2.88 to 0.70) were in favor of the
intervention, but they were not statistically different from
those in the control group. Changes in screen time were
statistically significant (mean, −30.67 min/d; 95% CI, −62.43
to −1.06), but there were no group by time effects for physi-
cal activity, dietary behavior, or self-esteem.

Conclusions: A school-based intervention tailored for
adolescent girls from schools located in low-income com-
munities did not significantly reduce BMI gain. How-
ever, changes in body composition were of a magnitude
similar to previous studies and may be associated with
clinically important health outcomes.

Trial Registration: anzctr.org.au Identifier:
12610000330044

Arch Pediatr Adolesc Med. 2012;166(9):821-827.
Published online May 7, 2012.
doi:10.1001/archpediatrics.2012.41

O BESITY PREVENTION IS A

global health priority1 be-
cause pediatric weight
status is associated with
a range of adverse health

outcomes2 and obese youth are at an el-
evated risk for obesity in adulthood.3 The
prevalence of child and adolescent obe-
sity has increased considerably during the
past 30 years and current estimates sug-
gest that approximately a quarter of youth
in developed nations are overweight or
obese.4,5 Although there is evidence to sug-
gest that levels of obesity have plateaued
in recent years,6 this trend has not been
observed among youth living in low-
income communities.7,8

Schools have been identified as impor-
tant institutions for the promotion of
healthy lifestyles9 and provide access to
populations at risk for obesity, such as ado-
lescents living in low-income communi-
ties. Although evidence for the long-term
effects of school-based obesity preven-
tion programs is limited,10 recent high-
quality studies have demonstrated that
these interventions can prevent un-
healthy weight gain in youth.11-13 Multi-
component school-based interventions tar-
geting groups at risk for obesity can be
effective, but further testing in long-term
rigorously designed studies is needed.9,14

The importance of designing and imple-
menting obesity prevention programs for
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preadolescent and adolescent girls living in low-income
communities has emerged in the literature.15-17 The physi-
cal activity decline associated with adolescence is steeper
among girls18 and unhealthy weight gain is often ob-
served in this cohort.19,20 The aim of the current study is
to evaluate the effects of the Nutrition and Enjoyable Ac-
tivity for Teen Girls (NEAT Girls) program,21 a 12-
month school-based group randomized controlled trial
designed to prevent unhealthy weight gain in adoles-
cent girls living in low-income communities. This ar-
ticle reports the 12-month intervention effects.

METHODS

STUDY DESIGN AND PARTICIPANTS

Ethics approval for the study was obtained from the relevant
university and school board human ethics committees. School
principals, parents, and study participants provided written in-
formed consent. The design, methods, and characteristics of
participants at baseline have been reported in detail else-
where.22 In summary, NEAT Girls was a group randomized con-
trolled trial, and the design, conduct, and reporting of the trial
adhere to Consolidated Standards of Reporting Trials guide-
lines.23 Baseline assessments were conducted in May through
June 2010 and 12-month (immediate posttest) assessments were
completed in May through June 2011.

The intervention was designed for adolescents from schools
located in low-income communities, and the Socio-Economic
Indexes for Areas of relative socioeconomic disadvantage were
used to identify eligible secondary schools. The Socio-
Economic Indexes for Areas (scale, 1=lowest to 10=highest)
summarize the characteristics of people and households within
an area. State-funded government secondary schools located
in the Hunter and Central Coast areas in New South Wales,
Australia, with a Socio-Economic Indexes for Areas score of 5
or less (bottom 50%) were considered eligible for inclusion.
Eighteen schools in the Central Coast and Hunter regions met
our eligibility criteria and all of these schools were invited to
participate. Twelve secondary schools were recruited and eli-
gible study participants were adolescent girls in grade 8 (sec-
ond year of secondary school).

SAMPLE SIZE CALCULATION
AND RANDOMIZATION

The sample size calculation was based on change in body mass
index (BMI, calculated as weight in kilograms divided by height
in meters squared).24 Assuming an � of 0.05, power of 80%, and
a 20% dropout rate, we calculated that we would require 30 par-
ticipants from each of the 12 schools to detect a between-group
difference of 1 BMI unit25 using a BMI standard deviation of 1.5,12

and an intraclass correlation coefficient of 0.01.26 Following base-
line assessments, the 12 schools were matched (ie, 6 pairs of
schools) based on their geographic location, size, and demo-
graphics.27 An independent researcher then randomized each pair
to either the NEAT Girls intervention or control groups.

INTERVENTION

The NEAT Girls intervention was informed by the Program X
pilot study28,29 and a detailed description of the intervention
has been reported previously.22 The intervention was guided
by Bandura’s social cognitive theory30 and targeted evidence-
based psychological (ie, self-efficacy, outcome expectations, and

outcome expectancies), behavioral (ie, goal setting and self-
monitoring), and environmental (ie, teacher, family, and peer
support) influences on physical activity and nutrition behav-
ior change.31,32 The intervention included the following com-
ponents: enhanced school sport sessions, interactive semi-
nars, nutrition workshops, lunch-time physical activity sessions,
handbooks and pedometers for self-monitoring, parent news-
letters, and text messaging for social support. To facilitate the
implementation of the NEAT Girls program, school champi-
ons (ie, teachers responsible for the delivery of the program)
from the intervention schools attended a 1-day training work-
shop at the local university. The intervention was focused on
promoting lifetime physical activities, reducing sedentary be-
haviors, and encouraging low-cost healthy eating, and it was
delivered during 4 school terms (ie, 12 months) at no addi-
tional financial cost to the school or students. All intervention
schools were provided with a standard equipment pack
(value=US $1300), which consisted of a range of equipment
(eg, elastic tubing resistance training devices, fitness balls, and
yoga and Pilates resources) designed to support the promo-
tion of lifetime physical activities.

NEAT Girls was based on well-defined messages designed
to promote physical activity and healthy eating and reduce sed-
entary behavior,22 which were reinforced using the interven-
tion components. The enhanced school sport sessions (60-80
minutes) were delivered by teachers and involved a range of
activities organized into 4-week units. For the first school term,
the enhanced school sport sessions included an information com-
ponent (10-15 minutes) delivered by teachers from the study
schools. Members of the research team delivered 3 interactive
seminars that focused on the benefits of physical activity and
healthy eating as well as key behavioral messages. Participants
were provided pedometers33 and handbooks and were encour-
aged to use these resources to monitor their lifestyle physical
activity participation.

Threepracticalnutritionworkshopsweredelivered inthestudy
schools by accredited practicing dietitians. The sessions were
designed to provide students with the confidence to select, pre-
pare, and consume healthy low-cost foods. Parents of partici-
pants were sent study newsletters at 4 periods during the 12-
month intervention. The first newsletter reported their children’s
time spent in physical activity, sedentary behaviors, and self-
reported fruit and vegetable consumption. All of the newsletters
included information to increase awareness and encourage par-
ents to support their children’s physical activity and dietary be-
haviors. To reinforce the targeted behaviors, the girls were sent
text messages weekly during the second and third terms and bi-
weekly during the fourth term of the program’s delivery (eg, “Sit-
ting down for long periods of time is bad for you, but what makes
it worse is that people often eat junk while sitting down in front
of the TV. Try to avoid eating dinner while watching TV”).

To assist in the recruitment of schools and prevent resent-
ful demoralization or compensatory rivalry,27 the control
group was provided with equipment packs and a condensed
version of the intervention following the completion of
24-month assessments.

ASSESSMENTS AND MEASURES

Data collection took place in the study schools and was con-
ducted by trained research assistants blinded to group alloca-
tion at baseline only.

Primary Outcome Measures

Body mass index was the primary outcome.2 Weight was mea-
sured in light clothing without shoes using a portable digital
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scale (Model No. UC-321PC; A&D Company Ltd) and height
was measured using a portable stadiometer (Model No. PE087;
Mentone Educational Centre). Body mass index weight cat-
egories were based on BMI z scores, which were calculated using
the LMS method.34 Body fat percentage was determined using
the Imp SFB7 bioelectrical impedance analyzer.35

Secondary Outcome Measures

The 90° push-up and the prone support tests36 were used to pro-
vide measures of upper body muscular endurance and core ab-
dominal isometric muscular endurance, respectively. Partici-
pants wore Actigraph accelerometers (MTI models 7164, GT1M,
and GT3X)37 for 7 consecutive days. Trained research assistants
fitted the monitors and explained the monitoring procedures to
participants.38 Participant data were included in the analyses if
accelerometers were worn for 600 minutes or more on 4 days or
more (including 1 weekend day)39 and age- and sex-specific cut
points were used to categorize activity intensity.40 Dietary in-
take was assessed using the previously validated Australian Eat-
ing Survey food frequency questionnaire and total energy (ie, total
kilocalories per day and total kilocalories per kilogram per day)
was presented as a summary variable to represent dietary in-
take.41 The Adolescent Sedentary Activity Questionnaire was used
to provide a self-report of screen time (ie, watching television/
videos/DVDs and using computers and electronic communica-
tion).42 Participants completedselectedscales fromMarsh’sPhysi-
cal Self-descriptionQuestionnaire (ie,perceivedbody fat, physical
self-esteem, and global self-esteem).43

Process Evaluation

A detailed process evaluation was conducted and included at-
tendance/reach (ie, attendance at enhanced school sport ses-
sions, lunch-time physical activities and nutrition workshops,
and percentage of students who provided postal addresses and
mobile phone numbers and were sent all 4 newsletters and 58
text messages), intervention fidelity (ie, 24 randomly selected
sessions were observed by a member of the research team), and
program satisfaction (ie, girls completed detailed process evalu-
ation questionnaires at the completion of the study). Although
the enhanced school sport sessions were designed to be flexible
in delivery, the fidelity of each session was assessed using the
following criteria (yes=1, no=0): (1) Was there 60% or greater
student attendance at the session? (2) Was the session deliv-
ered by the school champion? (3) Did the school champion de-
liver the session using the program handbook? (4) Did the ses-
sion follow the basic structure outlined in the handbook?

STATISTICAL ANALYSES

Differences between groups at baseline were examined using
chi squares and independent sample t tests in PASW Statistics
17 (SPSS Inc) software and � levels were set at P� .05. Statis-
tical analyses followed the intention-to-treat principle and were
conducted using mixed models, which have the advantage of
being robust to the biases of missing data.44 The models were
specified to adjust for the clustered nature of the data and the
analysis conducted using established models.27 The mixed mod-
els were analyzed using the PROC MIXED statement in SAS
version 9.1 (SAS Institute Inc).

RESULTS

School and participant recruitment, enrollment, and flow
are provided in the Figure. Twelve schools were re-

cruited and 357 participants were assessed at baseline, rep-
resenting 99.2% of the targeted sample size (Table 1).
There were no statistically significant differences between
intervention and control groups for any of the outcomes
at baseline. Sixty-three girls were unavailable for 12-
month assessments; 153 (85.5%) and 141 (79.2%) girls were
retained in the control and intervention groups, respec-
tively. The girls who dropped out of the study had higher
baseline BMI (mean [SD], 23.81 [4.52] vs 22.39 [4.56];
P=.03) and BMI z score (mean [SD], 1.11 [1.06] vs 0.73
[1.15]; P=.02) values than those who completed the study.

PRIMARY AND SECONDARY OUTCOMES

Outcomes are reported inTable2. Changes in body com-
positionwereall infavorof theinterventiongroup,butthere
were no statistically significant between-group differences
in BMI (primary outcome), BMI z score, or body fat per-
centage. Girls in the intervention group reported signifi-
cantly lessscreentimethangirls inthecontrolgroup(mean,
−30.67 min/d; 95% CI, −62.43 to −1.06). Compliance with
our accelerometer monitoring was poor (ie, a mean [SD]
of 191 [53.5%] and 89 [24.9%] participants wore acceler-
ometers for600minutesormoreon4ormoredays includ-
ing a weekend day at baseline and posttest, respectively)
and therewerenodifferencesbetweengroupsonanyof the
physicalactivityoutcomes.Muscular fitness,dietary intake,
physical self-perceptions, and self-esteem remained rela-
tively stable during the study period for both intervention
and control girls with no differences between groups.

INTERVENTION IMPLEMENTATION
AND PROCESS OUTCOMES

A total of 148 girls received the intervention (83.1%). Stu-
dents’ mean (SD) attendance at school sport sessions was

Schools invited to participate18

Schools declined to
participate

6

Schools consented12

Randomized by school357

Analyzed for primary outcome178

Participants completed
baseline assessments

357

Allocated to control group179
Received regular curriculum179

Allocated to intervention178
Received intervention148
Left the school19
Withdrew from program10
Was suspended from school1

Were lost to follow-up26
Refused to be measured5
Left the school16
Were absent on testing day5

Were lost to follow-up37
Refused to be measured10
Left the school19
Were absent on testing day8

Analysis

12-mo
Follow-up

Allocation

Enrollment

Analyzed for primary outcome179

Figure. Flowchart of participants throughout the study.
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60.6% (26.0%). On average, girls attended 65.0% (25.1%)
of the nutrition workshops, 24.6% (28.1%) of the op-
tional lunch-time sessions, and completed 8.8% (25.7%)
of the home physical activity and nutrition challenges.
Intervention delivery fidelity was found to be 74.0%. All
4 of the parental newsletters were sent to valid ad-
dresses for 74.5% of girls in the intervention group. A
total of 58 text messages were sent to 91% of girls in the
intervention group. Overall, girls were satisfied with the
program (mean [SD], 3.52 [1.24]; rating scale, 1=strongly
disagree to 5=strongly agree). The enhanced school sport
sessions (41.7%) and the nutrition workshops (38.7%)
were the 2 intervention components enjoyed most by girls.
No injuries or adverse effects were reported during the
activity sessions or assessments.

COMMENT

NEAT Girls is a multicomponent school-based obesity
prevention program targeting adolescent girls from sec-
ondary schools located in low-income communities. The
intervention effects on body composition were small and
not statistically significant but have potential clinical im-
portance. Girls in the intervention group spent 30 min-
utes per day less in screen-based activities than their con-

trol group peers. High levels of screen time are associated
with a range of adverse health consequences,45 and our
findings have important implications that may help ad-
dress the increasing burden of pediatric and adolescent
obesity observed in areas of social and economic
disadvantage.

Behaviors, attitudes, and physical morbidity that de-
velop during adolescence have profound implications for
current and future health,46 yet surprisingly, few adoles-
cent obesity prevention interventions have been de-
signed and evaluated. The challenges of working with ado-
lescents46 may explain both the small number of studies
and their modest results. Small differences can be mean-
ingful at the population level, and the favorable changes
in BMI z score (mean, −0.08; 95% CI, −0.20 to 0.04) and
body fat percentage (mean, −1.09; 95% CI, −2.88 to 0.70)
observed in our study may have both clinical signifi-
cance and important public health implications. A re-
cent longitudinal study47 found that a 1% increase in body
fat percentage was related to increases of 1.042 mg/dL
and 0.621 mg/dL (to convert to millimoles per liter, mul-
tiply by 0.0259) in total cholesterol in boys and girls, re-
spectively. Similarly, the school-based diabetes risk re-
duction intervention, known as the HEALTHY study,
resulted in a small but statistically significant reduction
in BMI z score (ie, −0.05), which was accompanied by
smaller increases in fasting insulin levels. Increases in body
fat during youth are consistently associated with ad-
verse changes in plasma lipids47,48 and further examina-
tion of the health implications of weight gain during this
period will help to determine the clinical importance of
intervention effects.

A number of recent obesity prevention interventions
targeting adolescent and preadolescent girls have been
evaluated in school and community settings. The New
Moves intervention was similar in size and intervention
design to the NEAT Girls program, but improvements
in body composition were half the magnitude to those
observed in our study (adjusted differences in BMI and
body fat percentage were −0.10 and −0.46, respec-
tively). The Stanford and Memphis GEMS interven-
tions15,17 were 2 well-designed obesity prevention inter-
ventions targeting unhealthy weight gain in preadolescent
girls from low-income communities. The interventions
resulted in positive changes in secondary outcomes (eg,
reduced fasting total cholesterol levels and depressive
symptoms), but there were no treatment effects for BMI.
Although both schools and community settings offer
promise for the prevention of obesity in youth, more work
is needed to translate the strong effects typically ob-
served in small-scale efficacy studies to large-scale effec-
tiveness trials.

Girls in the intervention group did not increase their
physical activity, but significant differences in screen time
were observed during the study period. The large reduc-
tions in self-reported screen time represent one-quarter
of participants’ daily limit and such changes have im-
portant health implications. Young people spend 2 to 4
hours per day in screen-based recreation and 5 to 10 hours
per day sedentary, both of which are associated with a
range of adverse health consequences.45 Targeting time
spent in sedentary behavior has emerged as an effective

Table 1. Characteristics of Study Sample

Characteristics
Control
(n=179)

NEAT Girls
(n=178)

Total
(N=357)

Age, mean (SD), y 13.20 (0.45) 13.15 (0.44) 13.18 (0.45)
Participants born

in Australia, No. (%)
174 (97.2) 175 (98.3) 349 (97.8)

English language spoken
at home, No. (%)

176 (98.3) 176 (98.9) 352 (98.6)

Cultural background,
No. (%)a

Australian 153 (85.5) 152 (85.4) 305 (85.4)
Asian 1 (0.6) 3 (1.7) 4 (1.1)
European 18 (10.1) 18 (10.1) 36 (10.1)
Other 7 (4.0) 4 (2.2) 11 (3.1)

Socioeconomic
position, No. (%)b

1-2 47 (26.4) 28 (15.8) 75 (21.1)
3-4 28 (15.7) 59 (33.1) 87 (24.5)
5-6 96 (53.6) 87 (49.2) 183 (51.3)
7-8 6 (3.4) 3 (1.7) 9 (2.5)
9-10 1 (0.6) 0 1 (0.3)

Weight, mean (SD), kg 58.37 (13.78) 58.41 (14.15) 58.39 (13.95)
Height, mean (SD), m 1.61 (0.07) 1.60 (0.06) 1.60 (0.07)
BMI, mean (SD) 22.59 (4.49) 22.70 (4.68) 22.64 (4.58)
BMI z score, mean (SD)c 0.78 (1.17) 0.82 (1.12) 0.80 (1.14)
BMI category, No. (%)c

Underweight 1 (0.6) 1 (0.6) 2 (0.6)
Healthy weight 99 (55.3) 103 (57.9) 202 (56.6)
Overweight 50 (27.9) 43 (24.2) 93 (26.1)
Obese 29 (16.2) 31 (17.4) 60 (16.8)

Abbreviation: BMI, body mass index (calculated as weight in kilograms
divided by height in meters squared).

aOne participant did not report her cultural background.
bSocioeconomic position by population decile using Socio-Economic

Indexes for Areas of relative socioeconomic advantage and disadvantage
based on home post code. 1 is the lowest and 10 the highest. Two participants
did not report home post code.

cBMI z score and categories based on LMS method.
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strategy for preventing unhealthy weight gain in youth.49,50

Screen time is associated with unhealthy dietary behav-
iors in youth51 and the reductions in screen time ob-
served in the intervention group may have helped to re-
duce energy intake. Although we did not observe clinically
important changes in total energy intake, this could be
owing to the lack of sensitivity in the food frequency ques-
tionnaire used in our study.

Culturally appropriate obesity prevention interven-
tions appear to be more effective than those that disre-
gard cultural identity.21 Although NEAT Girls was not
targeted toward a specific cultural group, the impor-
tance of addressing cultural uniqueness is relevant to our
study and we employed a number of strategies to ensure
that the intervention was tailored and relevant to the par-
ticipants. For example, the intervention logo and mate-
rials were branded and tailored to appeal to adolescent
girls. A variety of novel strategies were used to engage
girls in the interactive seminars (eg, game show format)
and participants were encouraged to bring their own mu-
sic to be played on a portable digital music player in the
enhanced school sports sessions. The enhanced sports
sessions focused on lifetime activities that are appealing
to adolescent girls and the nutrition workshops in-
volved the preparation of inexpensive healthy snacks and
meals. Both the enhanced school sports sessions and the
nutrition workshops were rated favorably by girls, but
the attendance at sessions was not as high as antici-

pated. NEAT Girls involved parental newsletters and home
challenges to engage parents in the intervention, but we
did not survey parents and cannot determine whether pa-
rental behaviors and support changed as a result of the
intervention.

The strengths of this study include the group ran-
domized controlled trial design, the monitoring of in-
tervention compliance, the unique study population, and
the high level of participant retention. However, there
are some limitations that should be noted. First, despite
employing a number of strategies to improve monitor-
ing compliance, only a small number of participants pro-
vided useable accelerometer data at baseline (53.5%) and
posttest (24.9%). Second, dietary intake was assessed using
a food frequency questionnaire, which lacks sensitivity
to detect small changes in energy intake. Third, we un-
derestimated the school-level intraclass correlation co-
efficients for the body composition variables in the NEAT
Girls study, which resulted in reduced statistical power.
Given the higher than expected intraclass correlation co-
efficients and the small number of clusters, we con-
ducted additional statistical analyses that adjusted for the
clustered nature of the data but did not include time as
a random effect in the statistical models. In these mod-
els, we found a significant intervention effect for body
fat percentage (P=.02) and a marginally significant ef-
fect for BMI z score (P=.10). Finally, screen time was mea-
sured using self-report and the results may be influ-

Table 2. Changes in Primary and Secondary Outcomes Measures and Group Differences

Measure

Baseline, Mean (SD) 12 Months, Mean (SD) Adjusted Difference
in Change
(95% CI)a

Control Group
(n=179)

Intervention Group
(n=178)

Control Group
(n=153)

Intervention Group
(n=141)

BMI 22.59 (4.49) 22.70 (4.70) 23.37 (4.68) 23.30 (4.71) −0.19 (−0.70 to 0.33)b

BMI z score 0.78 (1.16) 0.82 (1.12) 0.81 (1.17) 0.76 (1.16) −0.08 (−0.20 to 0.04)b

Body fat (%) 28.31 (6.76) 29.58 (6.54) 32.55 (5.87) 32.72 (5.85) −1.09 (−2.88 to 0.70)b

Push-up test,
repetitionsc

11 (6 to 16) 10 (6 to 16) 10 (6 to 16) 11 (7 to 19) 2.38 (−2.47 to 7.22)b

Prone support test, sc 36.8 (25.6 to 64.2) 44.0 (28.4 to 67.0) 42.8 (26.0 to 62.0) 50.0 (31.8 to 69.0) −4.44 (−17.93 to 9.04)
Accelerometer

counts/minc,d
363.0 (313.2 to 568.9) 388.6 (310.8 to 459.7) 360.1 (265.0 to 452.6) 322.1 (270.5 to 392.7) −46.19 (−123.26 to 31.88)

MVPA, min/dc,d 32.0 (24.7 to 42.1) 33.5 (20.5 to 40.1) 25.0 (16.5 to 41.7) 21.5 (15.9 to 28.9) −4.28 (−13.82 to 5.25)
Daily screen

time, min/dc
220.7 (162.7 to 341.8) 240.0 (161.8 to 368.6) 248.6 (177.9 to 355.7) 231.4 (161.8 to 375.4) −30.67 (−62.43 to −1.06)b

Weekday screen
time, min/dc

209.0 (156.0 to 289.0) 216.0 (142.5 to 349.5) 236.0 (156.0 to 333.5) 222.0 (142.5 to 326.1) −25.39 (−54.14 to 3.36)b

Weekend screen
time, min/dc

255.0 (150.0 to 420.0) 300.0 (178.8 to 450.0) 300.0 (180.0 to 608.0) 285.0 (180.0 to 420.0) −42.90 (−100.41 to 14.61)b

Daily energy intake,
kcal/d

2241.2 (1259.8) 2598.8 (1763.6) 2233.8 (1551.9) 2524.8 (1610.0) −62.0 (−464.2 to 340.3)b

Daily energy intake
per kcal/kg/dc

36.7 (106.4 to 214.2) 35.6 (110.4 to 222.3) 33.1 (93.9 to 193.6) 35.7 (98.4 to 226.5) −0.52 (−7.31 to 6.27)b

Perceived body fat,
low=1 to high=5

3.88 (1.51) 3.75 (1.48) 3.78 (1.46) 3.84 (1.49) 0.19 (−0.10 to 0.47)b

Physical self-esteem,
low=1 to high=5

3.74 (1.25) 3.71 (1.26) 3.63 (1.17) 3.75 (1.28) 0.17 (−0.15 to 0.48)b

Global self-esteem,
low=1 to high=5

4.28 (1.01) 4.16 (1.09) 4.29 (0.99) 4.09 (1.10) −0.08 (−0.30 to 0.14)

Abbreviations: BMI, body mass index calculated as weight in kilograms divided by height in meters squared; MVPA, moderate-to-vigorous physical activity.
aAdjusted mean difference and 95% confidence interval between NEAT Girls and control groups after 12 months (intervention minus control).
bChanges in favor of the intervention group.
cData were transformed owing to non-normality; median and interquartile ranges provided.
d191 and 89 participants wore accelerometers for 600 min or more on 4 or more days including a weekend day at baseline and posttest, respectively.
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enced by experimenter expectancies and evaluation
apprehension.

In summary, the NEAT Girls intervention resulted in
small improvements in body composition and large re-
ductions in self-reported screen time. Our findings dem-
onstrate the potential for multicomponent school-
based interventions for the prevention of unhealthy weight
gain in adolescent girls attending schools in low-
income communities.
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Announcement

The Archives of Pediatrics & Adolescent Medicine
will devote its May 2013 issue to pediatric hospital
medicine. We are interested in a broad range of
research related to hospital care, including clinical
and comparative effectiveness research on the
inpatient management of pediatric diseases. We
invite all hospital-based pediatricians, including
hospitalists, emergency medicine physicians,
neonatologists, and intensivists, to submit
manuscripts, preferably by September 15, 2012.
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Study Guide 
Session 2 

Determining the Validity of Research on a Therapy 
Allen F. Shaughnessy, PharmD, MMedEd 

 
The aims of this session are to: 

1) Build on your previous study of epidemiology and biostatistics to apply the 
concepts to medical research used in clinical medicine 

2) Introduce you to some additional issues of study validity 
3) Practice how to quickly and accurately evaluate research methods and 

findings about treatments used in clinical medicine 
 
Specific Objectives: By completing the initial reading and participating in class, 
students should be able to: 

1) List and describe the major threats to validity in studies evaluating 
treatments 

2) Interpret the results of clinical studies 
3) Use a set of questions to quickly evaluate a study for validity and relevance.  
 

This study guide provides an outline of the concepts necessary to meet these 
objectives. It contains hyperlinks to short videos, web pages, or articles that explain 
the concepts in other ways or in greater detail. You can follow these hyperlinks if the 
explanations and examples I’ve given you are not sufficient to help you understand 
and to help you complete the readiness assessment test.  
 
What is evidence-based medicine, and why is it important? 
 
Evidence based medicine, according to the innovators of this approach, is “the 
conscientious, explicit, and judicious use of current best evidence in making 
decisions about the care of individual patients. The practice of evidence based 
medicine means integrating individual clinical expertise with the best available 
external clinical evidence from systematic research.”* 
 
Further, another good explanation is that, “Evidence based medicine (EBM) has not 
developed a new concept of evidence; its major contribution lies in the emphasis it 
places on a hierarchy of evidential reliability, in which conclusions related to 
evidence from controlled experiments are accorded greater credibility than 
conclusions grounded in other sorts of evidence.”† 
 

 For a third definition, closely in line with these, watch: EBM defined (4:27) 
 
                                                 
* http://www.bmj.com/content/312/7023/71 
† http://www.bmj.com/content/329/7473/1024. 

http://www.youtube.com/watch?v=XWi7vNv2nos
http://www.bmj.com/content/312/7023/71
http://www.bmj.com/content/329/7473/1024
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So, the idea behind evidence-based medicine is that there is a hierarchy of 
evidence, with some types of evidence being more likely to represent the truth than 
others are.  
 
This idea, in turn, is based 
on the concept that truth is 
a probability rather than an 
absolute in medicine. A 
treatment may increase the 
likelihood of certain 
patients will receive 
benefit, but we are by no 
means certain that 
everyone will benefit.  
 
For example, whenever we 
study a new treatment, 
there are various ways that 
a study could be designed. We might take an epidemiologic approach. Or, we might 
study the pharmacology of a drug. We might try the treatment on one person and 
publish a case report, or study a bunch of people in a case series. The credibility of 
the results depends on the study design. 
 
 
Issues of study validity 
 
The following questions can be used to determine whether a study is sufficiently 
valid. There is a worksheet that can be used to keep track of the answers. 
 

   Read: “Evaluating and Understanding Articles About Treatment” (3 
pages) 

 
 
Are the studied patients similar enough to your patients that you can 
apply the results in your practice? 
 
Another aspect of a study is whether the population studied is similar to your 
population. The severity and likelihood of illness and the response to treatment will 
vary based on where study subjects are found.  
 
 
 

http://en.wikipedia.org/wiki/Hierarchy_of_evidence
http://en.wikipedia.org/wiki/Hierarchy_of_evidence
http://medicine.tufts.edu/Education/Academic-Departments/Clinical-Departments/Family-Medicine/Center-for-Information-Mastery/~/media/TUSM/PDF/Family%20Medicine/2c_Evaluating%20and%20understanding%20articles%20about%20treatment.pdf
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Were the subjects randomly assigned? 
 
When it comes down to accurately evaluating any therapeutic intervention (drug, 
procedure, or even whether to obtain a particular diagnostic test), we generally 
should turn, if we can, to a randomized control trial.  
 
Randomization is really the best protection that we have against being misled. In 
comparative studies, in which biases such as the compliance effect and the placebo 
effect are controlled, randomized studies are less likely than other types of studies 
to show that a treatment was effective when it really isn’t. A longer explanation of 
why this is so is in the YouTube video: 
 

  Why is randomization important? (5:03) 
 
 
 
 

What is the risk of a non-febrile seizure in child at some point following 
a febrile seizure? 

 
This graph show the difference in studies reporting the risk of febrile 
seizures in children who have had a seizure as a result of a high fever. 
Studies conducted in pediatric neurologist offices report a follow-up 
seizure rate of about 40% - 60%. However, studies in emergency 
departments report a follow-up seizure rate of about 5% or less. Clearly, 
children who end up seeing a pediatric neurologist are quite different from 
those simply seen in an emergency department.  
 

 
 

http://www.youtube.com/watch?v=_I12EZbkYek
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How well does warfarin work to prevent deaths in patients 

who have had a heart attack? 
 
Thomas Chalmers and colleagues compared the differences in 
reported rates of anticoagulation with warfarin in patients 
with an acute heart attack. They found that the demonstrated 
effectiveness dropped quite a bit when comparing results 
from randomized controlled studies with results from 
historical control (before-after) studies.  

 32 controlled trials of anticoagulation for the 
treatment of acute myocardial infarction

 Results by type of study:

Chalmers TC, et al. N Engl J Med 1977;297:1091-6. 58

 Relative Risk 
Reduction 

Case fatality 
rate 

Historical 
control 

 
42% 

 
38.3% 

Controlled 
trial 

 
33% 

 
29.2% 

Randomized 
controlled trial 

 
31% 

 
19.6% 

 
 

The value of randomization

A 26% drop 
in reported 
effectiveness
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62

Potential Subjects

Conducting a Study

Actual
Subjects

A B
Randomization

Blinding, etc

Trial starts

Concealed
Allocation

Were steps taken to conceal the treatment assignment from study 
personnel entering patients into the study? 
 
The gold standard for a therapeutic trial is no longer simply just the concept of 
randomization, but is also whether or not allocation assignment was concealed 
from the enrolling investigator (“concealed allocation”). The definition of concealed 
allocation: Did the investigators know to which group a potential subject would be 
assigned before they were actually enrolled in this study? Concealed allocation is 
used in randomized studies to protect the integrity of the randomization process. 
Randomization is meant to prevent selection bias, and if there was no concealed 
allocation, the study is again susceptible to selection bias. In this case, the selection 
bias is occurring during the enrollment period and causes the study population to be 
unrepresentative of the population of potential subjects.  
 
 
Trials that do not use conceal 
allocation consistently 
overestimate the benefit of 
the treatment by 40%.‡ The 
recent changes in 
recommendations for breast 
cancer screening using 
mammography were 
prompted by a discovery 
almost 15 years ago that the 
lack of allocation 
concealment biased studies 
that evaluated the 
effectiveness of screening 
mammography.  
 
Allocation concealment is not the same thing as blinding. Allocation concealment 
occurs before a study begins, during the process of selecting patients for a study. It 
is possible to have a study that is blinded, but does not conceal allocation. It’s also 
possible to have a non blinded study that does conceal allocation.  
 

  Watch “What is concealed allocation?” (1:51) 
 

 Read: Screening Mammography: Controversies and Headlines 
 

                                                 
‡ JAMA. 1995 Feb 1;273(5):408-12. 
 
 

http://www.youtube.com/watch?v=7H5SDy6v9Tc
http://radiology.rsna.org/content/225/2/323.full
http://www.ncbi.nlm.nih.gov/pubmed/7823387?dopt=Abstract&holding=f1000,f1000m,isrctn
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Read: Allocation concealment for examples of blinded studies without 
allocation concealment as well as non-blinded studies with concealed allocation. 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
For example, a study performed in the early 1990s, before 
allocation concealment was considered an important issue, 
evaluated the benefit of artificial surfactant for newborn premature 
infants in the neonatal intensive care unit. It was possible for 
physicians and nurses caring for infants to hold the study envelopes 
up to a light and determine whether or not the next baby that could 
potentially be enrolled in the study would either receive surfactant 
or placebo. 

 
 
Here’s a possible scenario: Let’s say the investigators held study 
envelopes up to the light to determine whether the child would be 
put in the surfactant or placebo group. If they were to be put in the 
placebo group, children who were marginal and likely not to 
survive, regardless of any intervention, might have been enrolled. 
Children with a reasonable chance for survival may not have been 
enrolled in the study (but simply given surfactant outside the 
study). 
 
As a result, sicker children could have been selectively enrolled 
into the placebo group. This selective enrollment may have greatly 
overestimated the benefit of surfactant because the more healthy 
children with the higher likelihood of survival were not enrolled in 
the control arm of the study. This study was published in the 
medical literature as a randomized, double-blind controlled trial. 
Since the authors did not specify that the envelopes were sealed and 
opaque, readers would not know that allocation was concealed. 
 

http://www.uws.edu/Research/Concealed_Allocation.pdf
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Were all patients who entered the trial properly accounted for at its 

conclusion?  
 
We want to be able to follow the history of every subject to know what happened to 
them. We want to avoid selective analysis of the data, which rarely happens in 
published work today. Most journals require a figure with a flow diagram (below) 
showing what happened to every patient. What percentage of patients were lost to 
follow-up? When more than 10 - 20% of patients are lost to follow-up it is difficult to 
accept the results of the study.  

 

 
 
 
Were patients analyzed in the groups to which they were 
randomized (“intention-to-treat” analysis)? 
 
Data should be analyzed by intention-to-treat, meaning that patients were 
analyzed in the group to which they were initially assigned regardless of whether 
they actually received the treatment. This method of analysis more accurately 
reflects the real world effect of an intervention where not all patients are compliant 
with treatment. Studies reporting results only from subjects in the intervention 
group proven to have taken the medicine (“on-treatment” analysis) compared with 
the placebo group are actually comparing compliant individuals with both 
compliant and non-compliant ones. Regardless of what intervention is studied, 
compliant patients will usually do better than those who are non-compliant, making 
the treatment look more effective than it actually is.  
 

 Watch “What is intention-to-treat analysis?” (1:11) 

  Watch “Intention-to-treat analysis: What is it and why is it important?” 
(4:43) 

http://www.youtube.com/watch?v=aLXmR3yL3fw
http://www.youtube.com/watch?v=nnxg0FJwPjY
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A review of useful statistics§ 
 
After we’ve decided a study is valid we need to understand the results. 
Understanding just a few statistics is all that’s necessary. Briefly, here are some 
statistics that are useful: 
 
P value: “P” stands for the probability that the difference between two averages, 
rates, etc – whatever we’re measuring – is due to chance. It is the likelihood that the 
difference we see in the numbers is not “real”, in that it represents an actual 
difference due to one treatment over another, but that, if we did the study again, we 
might find the difference to no longer be present. So, a P-value of 0.05 tells us that 
we have a 5% risk that the difference is due to chance, or a 95% likelihood that the 
difference we see represents a real difference.  
 

 Watch What is a P-Value? (5:56) 
 

 
Self-test: Which of the results on this Table are not due to chance? 

 

 
 
Answer here

                                                 
§ To read more, see: http://tinyurl.com/cx68dxx 

http://www.youtube.com/watch?v=lm_CagZXcv8
http://tinyurl.com/cx68dxx
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Number needed to treat (NNT): The NNT tells us how many people we need to 
treat instead of not treat, or the number that need to be treated with one therapy 
instead of another, for one additional person to benefit. It takes into account the idea 
that some people will benefit even without therapy, some people will benefit from 
another treatment, and it accounts for the fact that treatment usually is not 100% 
effective and thus some people who receive treatment will not benefit.  
 
It is calculated based only on results that are presented as rates (ie, in percents). We 
calculate by taking the different between two rates (the rates of cure, the rate of 
death, etc) and divide that number into 100.  
 
NNT =                     100 

 
% in treatment group - % in control group 

(use the absolute value; that is, don’t worry about a minus sign) 
 
 

   Watch “What is number needed to treat?” (0:40) 
 

  Watch The NNT Tutorial (3:57) 
 

Self-test: From the study results below, calculate how many additional 
patients would need to be treated with antibiotic rather than placebo for 
one additional person not to develop new lesions. 

 
 

Results: On 30-day follow-up (successful in 69% of patients), we 
observed fewer new lesions in the antibiotic (4/46; 9%) versus 
placebo (14/50; 28%) groups, difference 19%, 95% confidence 
interval 4% to 34%, P<.02. 

 
 
 
Answer here

http://www.youtube.com/watch?v=ZZ1yN-0Ou2g
http://www.youtube.com/watch?v=9Jpcw2E-Omw
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Relative risk: Relative risk helps us understand the difference between two rates – 
rates of death, rates of a side effect, etc. Depending on how the results are worded, it 
can represent the risk of harm or the risk of benefit. For example, a relative risk of 
1.3 tells us that the likelihood of something happening is 30% higher in one group 
vs. the other; a relative risk of 0.7 tells us the likelihood of something happening is 
30% lower in one group vs. the other. If the relative risk = 1.0, then there is no 
difference. 
 
Unfortunately, the relative risk doesn’t take into account the baseline risk, or the 
risk of no treatment, so we have to ask ourselves, 30% of what? 
 

  Relative risk (7:56) 
 
 
The confidence interval  tells us the range of possible results. A 95 percent 
confidence interval (95% CI) indicates that if the study were repeated 100 times, the 
study results would fall within this interval 95 times. In the example above for 
number needed to treat, the rate difference was 19% (95% CI = 4%-34%). The 95% 
confidence interval tells us that, if we performed the study again many times, we 
would find a rate difference somewhere between 4% and 34% 95 out of 100 times.  
 

 Watch “What are Confidence Intervals? (1:29) 
 

  Watch Interpretation of Confidence Interval (1:54) 
 
 
The power of a study is its ability to find a difference between the groups if a group 
truly exists. We only need to concern ourselves with power if there was not a 
difference between treatments – then we need to ask whether the study had 
sufficient power.  
 
 

 Watch Power of a Study (2:03) 
 

http://youtu.be/Y_5z9pogLP4?t=2m5s
http://www.youtube.com/watch?v=k0xeZGOf__Y
http://www.youtube.com/watch?v=hP6flJdoIxc
http://www.youtube.com/watch?v=VWXx3uf3Vk0
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Using a worksheet to evaluate articles for relevance and validity 
 
The goal of using this or other worksheets is to quickly determine whether it is 
worth taking the time to read a research study (or a synopsis of that study). It allows 
determination, based on answers to the questions, whether the information is 
relevant to you, and whether the study design has sufficient rigor to apply the 
results to your patients.  
 
The questions focus on the study design issues described above. The first 6 
questions address study “musts” – they ask about issues of relevance or validity that 
must be present if the study results are to be applied to clinical practice. The 
answers to these questions must be yes regardless of the answers to the rest of the 
questions.  
 
The goal of this worksheet is not to determine whether a study is “good” or “bad.” 
Instead, we will use it to determine whether the results reported by the study are 
likely to occur if we use the same approach in our patients. As a result, the 
information is either useful to us, or not.  
 
 
 
Answers to the self-test questions: 
 
Self-test: Which of the results on this Table are not due to chance? 
 
 All but week 12 are statistically significant.  
 
Back to the self-test 
 
Self-test: From the study results below, calculate how many additional patients would 
need to be treated with antibiotic rather than placebo for one additional person not to 
develop new lesions. 
 

NNT = 100/(28% - 9%) = 5.26. One additional person would not have follow-
up lesions after 30 days for every 6 patients treated with antibiotic instead of 
placebo. 

 
Back to the self-test 
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Return to instructions 
A Worksheet for Articles about Treatment 

 
Determine Relevance  Is this article worth taking the time to read? If the answer to any of 

these questions is No, it may be better to read other articles first. 
 
Based on the conclusion of the abstract: 
A. Did the authors study an outcome that patients would care about? (Be careful to avoid 

results that require extrapolation to an outcome that truly matters to patients) 

   Yes (go on )  No (stop) 

B. Is the problem studied one that is common to your practice and the intervention 
feasible?  

   Yes (go on )  No (stop) 

C. Will this information, if true, require you to change your current practice? 

   Yes (go on )  No (stop)   

 

Determine Validity:   If the answers to all three questions above are Yes, 
then continued assessment of the article is mandatory.  

D. Population 
1. Are the studied patients similar enough to your patients 
 that you can apply the results in your practice?  Yes    No (Stop) 

E. Study design 
1. Was it a controlled trial?  Yes No (Stop) 
2. Were the subjects randomly assigned? Yes No (Stop) 
3. Were steps taken to conceal the treatment assignment from study 

personnel entering patients into the study? Yes No 
 4. Were patients, providers and outcome assessors “blind” to treatment? Yes No 
F. Study conduct 
 1. Were all patients who entered the trial properly accounted 
  for at its conclusion?   
  a.  Was follow-up complete? Yes No 
  b. Were patients analyzed in the groups to which 
   they were randomized (“intention-to-treat” analysis)? Yes No 
 2. Were the intervention and control groups similar? (Table 1) Yes No 
G. Study results 

1. What were the results? _______________________________________________________ 
 

 
2. Are the results clinically as well as statistically significant? Yes No 

 3. If a negative trial, was the power of the study adequate?  Yes No 
 4. Were there other factors that might have affected the outcome? Yes No 
 5.  How will it change your practice? 
 
 
 
Return to instructions 



TUSM.MMC Evidence Based Medicine Course Outline 
 
Course Director:  
Kathleen Fairfield, MD, DrPH 
fairfk@mmc.org  661-7614 
 
This course is meant to closely parallel the structure and content of the same course 
delivered to the Boston TUSM students.  Course materials were developed by Allen 
F. Shaughnessy, PharmD, MMedEd, Professor of Family Medicine at Tufts.  The 
study guides, individual readiness assessment tests, and final exam are identical.  The 
in class materials and structure are unique to each site.  

 
Course Dates for 2013: 5/2, 5/8, 5/16, 5/22 
All classes held at the Brighton Campus 
 

Course Objectives 
Overall aims of the course 

• To reinforce the biostatistics and epidemiology knowledge components, 
already taught, required for the USMLE Step 1 Examination.  

• To demonstrate and contextualize how key concepts of biostatistics, 
epidemiology, and evidence-based medicine are used in the medical literature 
and applied to patient care.  

• To help students develop the ability to analyze, synthesize, and apply 
knowledge. 

• To prepare students to evaluate the medical literature and apply evidence to 
patient care in subsequent medical school courses and clerkships.  

• To encourage an inquisitive, questioning attitude toward medical knowledge 
and medical care.  

• To further inform your understanding of public health issues you will 
encounter in Maine. 

Specific objectives are listed for each session. 

Course Materials 

All the materials needed for this course can be found in the Maine Track section of 
TUSK.  For each session, you will find an article to review as well a Study Guide, 
which  is designed to be viewed electronically, with embedded links to additional 
readings, video, and exercises. There is not an assigned textbook. There are no 
powerpoint slides. Further readings, can be found at the Center for Information 
Mastery website. 

 
 

mailto:fairfk@mmc.org
http://medicine.tufts.edu/Education/Academic-Departments/Clinical-Departments/Family-Medicine/Center-for-Information-Mastery
http://medicine.tufts.edu/Education/Academic-Departments/Clinical-Departments/Family-Medicine/Center-for-Information-Mastery


Class Structure: 
 
Students will be expected to read the article for each session as well as the online 
Study Guides created by Dr. Allen Shaughnessy.  Students are also expected to 
complete an Individual Readiness Assessment Test (IRAT) for each session, to be 
self-graded during the discussion at the start of the session. 
 

2 hour session: 
15 minutes:  gathering and IRAT review 
30 minutes: didactic: key concepts  
45 minutes: small group critical appraisal of the article with worksheet to 

complete; student lead, floating facilitators (3 for 6 groups) 
30 minutes: large group discussion of content, review of worksheets, take away   

 

Introduction to the Course  
 
1) The assigned preparation must be completed before each session. The syllabus 

contains an explanation of the concepts with hyperlinks to additional readings and 
videos that may be helpful. The syllabus can be printed out but it is designed to be 
read on a computer or tablet screen. If you understand the concepts by reading 
only the material in the syllabus, there is no need to follow the hyperlinks (i.e., 
there is no “gotcha” information buried in one of the hyperlinked resources).  

 
2) The Individual Readiness Assessment Tests (IRATs) must be completed on 

your own before the start of class. There will be one IRAT for each class period 
(n = 4). The IRATs will be opened for completion immediately after the previous 
class ends and will remain open until immediately before the class starts. This step 
assures me, and your teammates, that you come to the class prepared. It also 
allows me to see where the group, as a whole, has had difficulty. These are 
individual (no group work) and comprise 20 percent of your grade.  

 
Following class, the IRATs will be available again, this time with the answers 
provided, for your use to review before the final exam. 

 
3) Class attendance is mandatory. Class time will be used to work in groups to 

complete the same questions asked on the IRAT, and then apply the ideas to an 
example.  Classes will not be videorecorded or streamed.  

 
4) There is no need for computers during class, and group work in class will not 

use computers. The questions and exercises will be answered using the combined 
knowledge and wisdom of the group.  

 
5) Homework: Your homework is to critically assess an original research study, 

practice guideline, or review article that you identify on your own. You will use 
one of the worksheets associated with the classes, determine the article’s validity, 
come to a conclusion regarding a clinical question, and consider how you would 
explain the findings to a patient and their family. See Appendix 2.  

 



Grading 
 

 Percent of 
Grade 

Individual Readiness Assessment Tests 
(5% for each test x 4) 

 
30 

Group Participation 30 
Final Exam 30 
Homework 10 

 
 

Your participation in this group work will be graded by your team members (see 
Appendix 1 at the end of this document). At the END of the course each person will 
divide up 50 points among the team members, awarding more points to team members 
who came more prepared and who participated to a greater extent, and awarding 
fewer points to those team members who didn’t. These points will be converted into a 
proportion of the total available points awarded to you (to account for teams of 
different sizes).  
 
Example: You are in a group of 6 students. Each student has 50 points to be 
distributed among the group. Let’s say you receive the following points from your 
team members: 
 

Student A.  10 points 
Student B.  15 points 
Student C.    7 points 
Student D.  10 points 
Student E.     9 points 

 
Total  51 points  

 
Since there are 5 other people in the group, the average score would be 50 (10 from 
each member to the group, other than yourself).  Your net points = 51-40 = 1 points.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Appendix 1. 
 
Peer Evaluation Form 

 
Peer Evaluation Name _________________________               Team # ______        
   
Please assign scores that reflect how you really feel about the extent to which the 
other members of your team contributed to your learning and/or your team’s 
performance. This will be your only opportunity to reward the members of your team 
who worked hard on your behalf. (Note: If you give everyone pretty much the same 
score you will be hurting those who did the most and helping those who did the 
least.) 
 
Preparation- Were they prepared when they came to class? 
Contribution- Did they contribute productively to group discussion and work? 
Respect for others’ ideas- Did they encourage others to contribute their ideas? 
Flexibility- Were they flexible when disagreements occurred? 
 
Instructions: In the space below please rate each of the other members of your team. 
Each member’s peer evaluation score will be the average of the points they receive 
from the other members of the team. To complete the evaluation you should: 1.) List 
the name of each member of your team in the alphabetical order of their last names 
and 2.) assign an average of 10 points to the other members of your team (Thus, for 
example, you should assign a total of 50 points in a six-member team.) and, 3.) 
Differentiate some in your ratings; for example, you must give at least one score of 11 
or higher (maximum = 15) and one score of 9 or lower. 
 
   Team Members   Score 
1. _______________________  ______   

2. _______________________  ______  

3. _______________________  ______  

4. _______________________  ______  

5. _______________________  ______  

6. _______________________  ______  

7. _______________________  ______  

 
Total    ___________ 
 
 



 
Appendix 2.   
 
Homework Assignment 
 
Who: Each person will submit the assignment. This is not a group assignment.  
 
What: You will critically appraise a research paper, practice guideline, or review 
article of your choice.  You may want to choose a paper that is related to your small 
group mentoring work. 
 
When: The homework should be submitted no later than the end of the course. 
 
Where: E-mail a copy of the paper (as a pdf) and the evaluation form (in Word) to 
Kathleen at fairfk@mmc.org  
 
How: For your identified article, answer the questions on the appropriate worksheet 
(see each syllabus section). At the end of the questions, answer the following 
question: 
 
How would you explain the findings of this article to a patient and their family? This 
answer should be two or three sentences. 
 
 
 

mailto:fairfk@mmc.org


Individual and Combined Effects of Age, Breast Density, and Hormone
Replacement Therapy Use on the Accuracy of Screening
Mammography
Patricia A. Carney, PhD; Diana L. Miglioretti, PhD; Bonnie C. Yankaskas, PhD; Karla Kerlikowske, MD; Robert Rosenberg, MD;
Carolyn M. Rutter, PhD; Berta M. Geller, EdD; Linn A. Abraham, MS; Steven H. Taplin, MD, MPH; Mark Dignan, PhD; Gary Cutter, PhD;
and Rachel Ballard-Barbash, MD, MPH

Background: The relationships among breast density, age, and
use of hormone replacement therapy (HRT) in breast cancer de-
tection have not been fully evaluated.

Objective: To determine how breast density, age, and use of
HRT individually and in combination affect the accuracy of screen-
ing mammography.

Design: Prospective cohort study.

Setting: 7 population-based mammography registries in North
Carolina; New Mexico; New Hampshire; Vermont; Colorado; Se-
attle, Washington; and San Francisco, California.

Participants: 329 495 women 40 to 89 years of age who had
463 372 screening mammograms from 1996 to 1998; 2223
women received a diagnosis of breast cancer.

Measurements: Breast density, age, HRT use, rate of breast
cancer occurrence, and sensitivity and specificity of screening
mammography.

Results: Adjusted sensitivity ranged from 62.9% in women with
extremely dense breasts to 87.0% in women with almost entirely
fatty breasts; adjusted sensitivity increased with age from 68.6%
in women 40 to 44 years of age to 83.3% in women 80 to 89
years of age. Adjusted specificity increased from 89.1% in women
with extremely dense breasts to 96.9% in women with almost
entirely fatty breasts. In women who did not use HRT, adjusted
specificity increased from 91.4% in women 40 to 44 years of age
to 94.4% in women 80 to 89 years of age. In women who used
HRT, adjusted specificity was about 91.7% for all ages.

Conclusions: Mammographic breast density and age are impor-
tant predictors of the accuracy of screening mammography. Al-
though HRT use is not an independent predictor of accuracy, it
probably affects accuracy by increasing breast density.

Ann Intern Med. 2003;138:168-175. www.annals.org
For author affiliations, see end of text.

Mammographic breast density may be the most under-
valued and underused risk factor in studies investi-

gating breast cancer occurrence (1). The risk for breast
cancer is four to six times higher in women with dense
breasts (2, 3). Breast density may also decrease the sensi-
tivity and, thus, the accuracy of mammography. Radio-
graphically dense breast tissue may obscure tumors, which
increases the difficulty of detecting breast cancer. In addi-
tion, dense breast tissue may mimic breast cancer on mam-
mography (4), which increases recall rates (4–12), reduces
specificity, and compromises the benefit of screening in
women with dense breasts (such as women who use HRT
or who are premenopausal) (6, 8, 13). Breast density is
affected by age, use of hormone replacement therapy
(HRT), menstrual cycle phase, parity, body mass index,
and familial or genetic tendency (4, 5, 14–21). Studies
show that the sensitivity of mammography increases with
age (6–8), especially in postmenopausal women whose
breasts are less dense (8).

Earlier research has examined the individual effect of
each factor we have described, but most studies could not
adequately examine the interaction of these factors because
of insufficient sample size (4–15). Studies conducted in
the 1970s with data from the Breast Cancer Detection
Demonstration Project (22) and New York Health Insur-
ance Plan (23) are based on mammographic examinations
that are very different from those performed using current

technology. The Mammography Quality Standards Act
(24) and the standardized reporting efforts of the American
College of Radiology (25) have resulted in important im-
provements in mammography that necessitate reexamina-
tion.

We used data from the National Cancer Institute’s
Breast Cancer Surveillance Consortium (BCSC) (26) on
329 495 women in the United States who had 463 372
screening mammograms, which were linked to 2223 cases
of breast cancer. Our goal was to examine the individual
and combined effects of age, breast density, and HRT use
on mammographic accuracy. This large data set provides a
unique opportunity to examine these issues in women un-
dergoing screening mammography in the United States,
especially women younger than 50 years of age and older
than 80 years of age. We chose to study a sample that had
been recently screened (within the previous 2 years) so that
the risk for breast cancer would be similar to that in
women who receive routine mammographic screening.

METHODS

Data Collection
Initially, we included data on women 40 to 89 years of

age who underwent screening mammography between
1996 and 1998, as submitted by seven registries in the
BCSC (North Carolina; New Mexico; New Hampshire;
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Vermont; Colorado; Seattle, Washington; and San Fran-
cisco, California). We included women who reported hav-
ing previous mammography or who had a previous mam-
mographic examination recorded in a registry within 2
years of the index mammogram. Women with breast im-
plants or a personal history of breast cancer were excluded.
In addition, women with missing data for age (�1%),
breast density (27%), or HRT use (21%) were excluded
(36% of all data). Demographic characteristics, clinical
characteristics, and accuracy measures for women missing
any of this information were very similar to those for
women with complete data. All registries obtained institu-
tional review board approval for data collection and linkage
procedures, and careful data management, processing, and
security procedures were followed (27).

Consortium mammography registries and data collec-
tion procedures are described elsewhere (26). Briefly, seven
institutions in seven states receive funding from the Na-
tional Cancer Institute to maintain mammography regis-
tries that cover complete or contiguous portions of each
state. Data are collected similarly at each registry. Demo-
graphic and history information is collected from women
at the time of mammography by using a self-administered
survey or face-to-face interview methods. Variables include
date of birth, history of previous mammography, race or
ethnicity, current use of HRT (prescription medication
used to treat perimenopausal and postmenopausal symp-
toms), and menopausal status. We assumed that women 55
years of age and older were perimenopausal or postmeno-
pausal. For women 40 to 54 years of age, premenopausal
status was defined as having regular menstrual periods with
no HRT use; perimenopausal or postmenopausal status
was defined as either removal of both ovaries or uncertainty
about whether periods had stopped permanently. This lat-
ter category was further classified into HRT users and non-
users. These definitions recognize that HRT users with
intact uteri may have menstrual-like bleeding.

Additional data, including mammographic breast den-
sity, mammographic assessment, and recommended
follow-up (based on the American College of Radiology
Breast Imaging Reporting and Data System [BI-RADS]),
are collected from the technologist and radiologist at the
time of mammography (25). Pathology data are collected
from one or more sources: regional Surveillance, Epidemi-
ology, and End Results (SEER) programs, state cancer reg-
istries, or pathology laboratories.

Design
We included all screening examinations for women

who met the described criteria and who had at least one
screening mammogram in 1996, 1997, or 1998. These
years were chosen to ensure 1-year follow-up for cancer
reporting and to account for routine reporting schedules in
obtaining data from SEER and state cancer registries.
We classified mammography as screening if a radiologist
indicated that the examination was a bilateral, two-view

(craniocaudal and mediolateral) examination. To avoid in-
cluding diagnostic examinations, we excluded any breast
imaging study performed within the previous 9 months.
Because our goal was to study routine screening, mammo-
graphic accuracy was calculated on the basis of the initial
assessment of the screening views alone (only 6% required
supplemental imaging). Interpretation codes included
BI-RADS assessments of 0 (incomplete), 1 (negative), 2
(negative, benign), 3 (probably benign), 4 (suspicious ab-
normality), or 5 (highly suggestive of malignancy). In cases
in which the initial screening visit included both a screen-
ing examination and additional imaging to determine an
assessment, the initial screening assessment was assigned a
0 (incomplete assessment) for analysis. When a woman had
different assessments by breast, we chose the highest-level
assessment for the woman as a whole (woman-level assess-
ment) on the basis of the following hierarchy of overall
level of radiologic concern: 1 � 2 � 3 � 0 � 4 � 5.

We defined a screening examination as positive if it
was assigned a BI-RADS assessment code of 0, 4, or 5. An
assessment code of 3 associated with a recommendation for
immediate additional imaging, biopsy, or surgical evalua-
tion was also classified as positive. Although the BI-RADS
recommendation for a code 3 (probably benign) is short-
interval follow-up, immediate work-up was recommended
in 37% of code 3s in the pooled BCSC data; therefore, this
assessment is more consistent with a BI-RADS code of 0
(incomplete assessment) (28). We defined a screening ex-
amination as negative if it received a BI-RADS assessment
code of 1, 2, or 3 when associated with short-interval
follow-up only or routine follow-up.

We classified breast pathology outcomes as cancer if

Context

High breast density increases breast cancer risk and the
difficulty of reading mammograms. Breast density de-
creases with age and increases with postmenopausal hor-
mone therapy use. The interplay of breast density, age,
and hormone therapy use on the accuracy of mammogra-
phy is uncertain.

Contribution

For women with fatty breasts, the sensitivity of mammog-
raphy was 87% and the specificity was 96.9%. For
women with extremely dense breasts, the sensitivity of
mammography was 62.9% and the specificity was 89.1%.
Sensitivity increased with age. Hormone therapy use was
not an independent predictor of accuracy.

Implications

The accuracy of screening mammography is best in older
women and in women with fatty breasts. Postmenopausal
hormone therapy affects mammography accuracy only
through its effects on breast density.

–The Editors
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pathology or cancer registry data identified a diagnosis of
invasive or ductal carcinoma in situ. Lobular carcinoma in
situ (�0.01% of cancer cases in our pooled data) was not
considered a diagnosis of cancer in our analyses because it
cannot be detected by mammography and is not treated.

Examinations were classified as false-positive when the
assessment was positive and breast cancer was not diag-
nosed within the follow-up period (365 days after the in-
dex screening examination or until the next examination,
whichever occurred first). Examinations were classified as
true-positive when the assessment was positive and cancer
was diagnosed. A false-negative examination was a negative
assessment with a diagnosis of cancer within the follow-up
period. A true-negative examination was a negative assess-
ment with no subsequent diagnosis of cancer within the
follow-up period.

Radiographic breast density was defined according to
BI-RADS as follows: 1) almost entirely fatty, 2) scattered
fibroglandular tissue, 3) heterogeneously dense, and 4) ex-
tremely dense (25). We excluded one registry that collects
two categories of breast density (dense or not dense) at
some facilities.

Statistical Analysis
For age, breast density, and HRT groups, we calcu-

lated rates of incident breast cancer, rates of breast cancer
detected by mammography, and rates of missed cancer. To
examine the nonlinear effects of age, we categorized age
into 10-year groups, except for ages 40 to 59, which were
divided into 5-year groups to explore changes around
menopause. Accuracy indices included sensitivity and spec-
ificity. Sensitivity was calculated as true-positive/(true-
positive � false-negative). Specificity was calculated as
true-negative/(true-negative � false-positive). Accuracy in-
dices were calculated separately by age groups, breast den-
sity, and HRT use.

We used logistic regression, adjusted for registry, to
compare accuracy indices across age, breast density, and
HRT use groups. For the analysis of sensitivity, we in-
cluded women with a diagnosis of cancer in the follow-up
period and modeled the probability of a true-positive
mammogram (versus a false-negative mammogram) as the
outcome in the logistic regression. For specificity, we in-
cluded women without a diagnosis of cancer and modeled
the probability of a true-negative mammogram (versus a
false-positive mammogram) as the outcome.

We tested for two-way and three-way interactions by
using likelihood ratios and eliminated nonsignificant inter-
actions in the final models. We report adjusted sensitivities
and specificities by age group, breast density category, and
HRT use status, adjusted to the sample distribution of the
other covariates in the model. To determine the adjusted
sensitivity for women 40 to 44 years of age, we calculated
the sensitivity for this age group and each possible combi-
nation of the remaining covariates on the basis of the esti-
mated logistic regression model for the probability of

mammographic detection in women with cancer. We then
took the average of these estimated sensitivities, weighted
by the proportion of women in the analysis with the cor-
responding covariate combination (excluding age). The
other rates were calculated in a similar manner. Simulation
was used to estimate 95% CIs by sampling 100 000 values
of the regression coefficients from their joint multivariate
normal distribution and calculating the accuracy measures
for each sample. We estimated upper and lower limits by
the simulated 2.5th and 97.5th percentiles. We used SAS
software, version 8.2 (SAS Institute, Inc., Cary, North
Carolina), for all analyses.

Role of the Funding Source
The National Cancer Institute supported this study as

part of the BCSC. The National Cancer Institute sup-
ported the design, conduct, and reporting of the study and
the decision to submit the manuscript for publication.

RESULTS

Characteristics of Women Eligible for the Study
Our analyses are based on information collected from

329 495 women 40 to 89 years of age who received
463 372 screening mammographic examinations. The per-
centages of data contributed by each registry ranged from
4% to 28%. The mean age of the women (�SD) was
58 � 11.5 years. Of the 80% of women who reported
ethnicity, 88% were white, 6% were black, 3% were Asian,
2% were Native American or Alaskan natives, and 1%
indicated “other” or “mixed” ethnicity. In a second ques-
tion about Hispanic race, 8% of women reported being
Hispanic. Of the 2223 cases of cancer that occurred within
the follow-up period, 19% were ductal carcinoma in situ
and 81% were invasive disease. Sixty-six percent of women
had one screening examination, 28% had two, and 6% had
three or more.

Table 1 outlines characteristics of women included in
the analysis. Current HRT use ranged from 7.6% to
48.3% and was highest around menopause. Most women
had either scattered fibroglandular tissue or heteroge-
neously dense breasts, whereas fewer women had almost
entirely fatty or extremely dense breasts.

Breast density decreased with age in HRT nonusers; a
major decline was seen in the perimenopausal period (Ta-
ble 2). When HRT users were compared with nonusers,
radiographic breast density was higher in all age groups
except the 40 to 44 and 45 to 49 age groups. This differ-
ence is probably due to the fact that women younger than
50 years of age who did not use HRT were less likely to be
postmenopausal (only 20% to 22%) (Table 1). Use of
HRT increases in the perimenopausal period, which indi-
cates possible transitions in the study factors.

Breast Cancer Rates
Table 3 shows the increase in breast cancer per 1000

screening examinations by age. The rate of true-positive
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examinations increased with age. The rate of false-negative
examinations was much lower than that of true-positive
examinations and increased with age until age 70 years,
when it leveled off. The rate of breast cancer and false-
negative examinations also rose with increasing breast den-
sity. The rate of breast cancer was slightly higher in HRT
users than in nonusers.

Accuracy Indices of Screening Mammography by Age,
Breast Density, and Current HRT Use

Accuracy measures of screening mammography by age,
breast density, and current HRT use indicated that sensi-
tivity and specificity increase with age (Table 3). Both in-
dices decreased as breast density increased. Sensitivity and
specificity decreased slightly among HRT users compared
with nonusers.

The Figure shows the subgroup analysis of cancer
rates, sensitivity, and specificity by age, breast density, and
HRT use. The number of cancer cases per 1000 examina-
tions was strongly associated with age but was also higher
among women with dense breasts. In women 50 years of
age and older with dense breasts, the number of cancer
cases per 1000 examinations was higher for HRT users
than for nonusers. For women who did not have dense
breasts, current HRT use seemed to have little or no effect.
Sensitivity increased with age for all categories of breast

density by HRT group; however, this age-related increase
was less striking among HRT users than among nonusers.
Use of HRT resulted in a more noticeable decline in sen-
sitivity for women 70 years of age and older. Specificity
increased with age in HRT nonusers but changed very
little with age in HRT users. Sensitivity and specificity
were highest in older women who did not use HRT and
who did not have dense breasts and were lowest in younger
women who had dense breasts, regardless of HRT use.

In the multivariable logistic regression analysis for sen-
sitivity (Table 4), two-way or three-way interactions be-
tween age, breast density, and HRT use were not statisti-
cally significant after adjustment for registry (P � 0.2).
Main effects were statistically significant for age
(P � 0.004 for linear trend), breast density (P � 0.001),
and registry (P � 0.001).

After adjustment for density, HRT use, and BCSC
registry, adjusted sensitivity increased with age and decreas-
ing breast density but was not significantly associated with
HRT use (P � 0.18). However, HRT use was significantly
associated with lower sensitivity if breast density was ex-
cluded from the model, suggesting that breast density is a
mediating factor in the effect of HRT on sensitivity.

In our analyses of specificity, we found significant two-
way interactions between age and HRT use (P � 0.001)
and between age and density (P � 0.016). Table 5 pre-
sents adjusted specificity values by these subgroups. Main
effects were significant for age, breast density, HRT use,
and registry (P � 0.001). After adjustment for the other
variables in the model, we found that adjusted specificity
increased with age in HRT nonusers (test for trend, P �
0.001) (Table 5). In contrast, age had no effect on speci-
ficity in women using HRT. For women 55 years of age
and older, specificity was lower in HRT users compared
with nonusers, even after adjustment for density. Specific-
ity was similar in women with dense breasts but signifi-
cantly increased as breast density decreased to fatty breasts
in all age groups. Specificity increased with age in women
with breasts showing any mammographic density (P �
0.001 in all cases); however, there was no association be-

Table 1. Clinical Characteristics of Women and Mammograms
Included in the Analysis*

Variable Value, n (%)

Characteristics of women (n � 329 495)
Age 40–44 y (12.2%)

Premenopausal 27 309 (72.5)
Peri- or postmenopausal; no HRT use 7523 (20.0)
Peri- or postmenopausal; HRT use 2845 (7.6)

Age 45–49 y (16.2%)
Premenopausal 29 421 (58.2)
Peri- or postmenopausal; no HRT use 11 591 (22.9)
Peri- or postmenopausal; HRT use 9557 (18.9)

Age 50–54 y (17.5%)
Premenopausal 17 001 (30.6)
Peri- or postmenopausal; no HRT use 15 943 (28.7)
Peri- or postmenopausal; HRT use 22 679 (40.8)

Age 55–59 y (13.8%)
Peri- or postmenopausal; no HRT use 19 373 (42.5)
Peri- or postmenopausal; HRT use 26 236 (57.5)

Age 60–69 y (21.3%)
Postmenopausal; no HRT use 38 621 (55.0)
Postmenopausal; HRT use 31 651 (45.0)

Age 70–79 y (21.3%)
Postmenopausal; no HRT use 35 062 (70.1)
Postmenopausal; HRT use 14 474 (29.2)

Age 80–89 y (3.9%)
Postmenopausal; no HRT use 10 671 (82.5)
Postmenopausal; HRT use 2256 (17.5)

Characteristics of mammograms (n � 463 372)
Breast density

Almost entirely fatty 42 237 (9.1)
Scattered fibroglandular tissue 218 129 (47.0)
Heterogeneously dense 167 003 (36.0)
Extremely dense 36 303 (7.8)

* Menopausal status missing for 2% of women. HRT � hormone replacement
therapy.

Table 2. Mammograms in Women with Radiographically Dense
Breasts, by Age and Hormone Replacement Therapy Use*

Age Group No HRT HRT

Total Dense Total Dense

y n n (%) n n (%)

40–44 46 947 28 628 (61.0) 4782 2537 (53.1)
45–49 55 362 32 112 (58.0) 16 023 8304 (51.8)
50–54 43 079 20 551 (47.7) 37 860 18 987 (50.2)
55–59 28 458 9905 (34.8) 39 105 17 832 (45.6)
60–69 57 542 16 511 (28.7) 47 379 20 336 (42.9)
70–79 49 854 13 389 (26.9) 20 551 8812 (42.9)
80–89 13 795 4107 (29.8) 2935 1295 (44.1)

* “Dense” is defined as heterogeneously dense and extremely dense breasts com-
bined. HRT � hormone replacement therapy.
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tween age and specificity in women with fatty breasts (P �
0.2).

DISCUSSION

This study of pooled mammography registry data re-
vealed several important findings. First, we observed that
both breast density and age were important independent
predictors of the sensitivity and specificity of screening
mammography. Sensitivity and specificity were highest in
older women, especially those older than 80 years of age,
for whom sensitivity achieves the target of 85% set by the

Agency for Healthcare Research and Quality (AHRQ)
(formerly the Agency for Health Care Policy and Research)
in 1994 (29). Mammography is most effective in detecting
cancer in this group of women. The accuracy of mammog-
raphy in women 50 to 79 years of age was lower than that
recommended by AHRQ. Sensitivity and specificity were
lowest in younger women with radiographically dense
breasts who used HRT. In addition, we found that after
adjustment for breast density, HRT use was not signifi-
cantly associated with sensitivity. These findings suggest
that the overall decrease in sensitivity associated with HRT
use is due to increases in radiographic breast density that
occur in some women who use HRT. Women with dense
breasts, regardless of whether they use HRT, should be
informed that mammography will be less likely to detect
breast cancer.

Women taking HRT should be made aware that HRT
may increase breast density, which could result in the need
for additional imaging or breast ultrasonography (4, 5, 18).
Studies show that HRT users have higher rates of addi-
tional imaging (30). Women and their health care provid-
ers may want to ensure that a routine mammographic ex-
amination is performed before starting HRT. In addition,
mammography reports should include an assessment of
breast density. This information allows women increased
understanding of the level of detection mammography of-
fers as well as how mammographic breast density may in-
crease their risk for breast cancer.

Should women consider stopping HRT before a mam-
mographic examination to allow for the best imaging of
the breast? This question cannot be answered because we
do not fully understand the effects of stopping and restart-

Table 3. Breast Cancer Occurrence, Detection, Missed Cancers, Sensitivity, and Specificity in the Screened Sample, by Age, Breast
Density, and Hormone Replacement Therapy Use*

Variable Screening
Mammograms

Cases of
Cancer

Adjusted Cancer
Rate per 1000
Screening
Examinations†

Adjusted True-
Positives per
1000 Screening
Examinations†

Adjusted False-
Negatives per
1000 Screening
Examinations†

Sensitivity Specificity

4OOOOOOOOOOOOOOOOOOOnOOOOOOOOOOOOOOOOOOO3 %

All eligible women 463 672 2223 4.8 3.6 1.2 75.0 92.3
Age group

40–44 y 51 729 125 2.0 1.4 0.6 65.6 90.9
45–49 y 71 385 218 2.7 2.0 0.8 69.7 90.7
50–54 y 80 939 328 3.9 2.9 1.0 72.9 91.6
55–59 y 67 563 325 4.8 3.6 1.2 73.8 92.3
60–69 y 104 921 611 5.9 4.2 1.7 73.3 93
70–79 y 70 405 501 7.1 5.7 1.4 81.4 94.1
80–89 y 16 730 115 7.3 5.9 1.5 86.1 94.3

Breast density group
Almost entirely fatty 42 237 110 2.2 1.9 0.2 88.2 96.5
Scattered fibroglandular tissue 218 129 975 4.2 3.5 0.8 82.1 93
Heterogeneously dense 167 003 945 5.8 4.1 1.8 68.9 90.8
Extremely dense 36 303 193 6.1 3.9 2.2 62.2 89.9

Current use of HRT
Yes 168 635 1319 4.7 3.5 1.3 76.6 92.6
No 295 037 904 4.6 3.5 1.1 72.7 91.7

* HRT � hormone replacement therapy.
† Adjusted for mammography registry and the other covariates in the table.

Table 4. Adjusted Sensitivity of Mammography Based on 2223
Women with Incident Breast Cancer, by Age, Breast Density,
and Current Hormone Replacement Therapy Use*

Variable Adjusted Sensitivity
(95% CI), %

Age group
40–44 y 68.6 (60.2–75.9)
45–49 y 72.5 (66.4–77.8)
50–54 y 75.4 (70.7–79.5)
55–59 y 75.1 (70.3–79.4)
60–69 y 72.8 (69.1–76.1)
70–79 y 78.6 (74.6–82.1)
80–89 y 83.3 (74.9–89.4)

Breast density group
Almost entirely fatty 87.0 (79.0–92.3)
Scattered fibroglandular tissue 81.5 (78.9–83.9)
Heterogeneously dense 69.4 (66.4–72.2)
Extremely dense 62.9 (55.8–69.4)

Current use of HRT
No 76.0 (73.6–78.3)
Yes 73.3 (70.3–76.1)

* Model includes age, HRT use, breast density, and mammography registry.
HRT � hormone replacement therapy.
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ing HRT on other health risks or the side effects that may
be experienced. Randomized trials show that increases in
myocardial infarction due to HRT use are highest during
the first year of use (31). In addition, it is not clear how
long HRT should be discontinued to allow for optimal
imaging. These questions require additional study.

When examining how breast density, age, and HRT
use independently affect specificity, we found that age and
HRT use were independent predictors of accuracy but
their effect is not as striking as that of breast density. In our
multivariable model, we found that only age was associated
with specificity for women not using HRT; specificity was
higher in older women who do not use HRT compared
with younger nonusers. In contrast, specificity is similar
across all ages for all women using HRT. Not unexpect-
edly, we found that specificity significantly decreases as
breast density increases and that additional imaging may be
needed to evaluate a positive finding. This means that for
every 1000 women with radiographically dense breasts who
undergo screening, 100 will have false-positive examina-
tions; for every 1000 women with fatty breasts who un-
dergo screening, 35 will have false-positive examinations.

Because we could focus on screening in younger
women, we believe that our study makes an important
contribution to understanding the accuracy of screening
mammography. In these women, we found some inconsis-
tencies in the effect of HRT. In contrast to older women,
women between 40 and 49 years of age who used HRT
had lower sensitivities and higher specificities than women
who did not use HRT. The higher proportion of post-
menopausal women among younger women using HRT
explains this apparent inconsistency. This subgroup of
younger women with early menopause probably had less
endogenous estrogen and, thus, decreased breast density.
Additional strengths of our study are that data reflect cur-
rent mammography techniques, which have changed as a
result of the Mammography Quality Standards Act, and
that ductal carcinoma in situ (with its recent increased
incidence) was included in our analysis (32).

Our analyses may have several limitations. To evaluate
screening mammography across diverse practice settings in
the United States, the BCSC data are collected on a vol-
untary basis during routine delivery of care. Therefore,
standardization of data collection is not as complete as it is
in clinical trials, de novo observation studies, or other stud-
ies that administer surveys unconstrained by the need to fit
within routine clinical care. This problem is reflected in the
varying amounts of missing data across facilities and re-
gions. However, given the similarity in overall accuracy
between the subset of women excluded because data were
missing and women included in our study, we do not be-
lieve that missing data substantially biased our results.

We also acknowledge that because we included
women who had mammography within 2 years of the in-
dex examination, prevalent cancers were excluded from the
analysis, which may affect the accuracy indices we studied.

Figure. Mean cancer rates, sensitivity, and specificity, by age,
breast density, and current hormone replacement therapy (HRT)
use.

Sensitivity and cancer rates were not plotted for women between 40 and
44 years of age with dense breasts who used HRT because there were
only two women with cancer in this group.
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However, this reflects the reality of screening practices. In
addition, we focused our analysis on recently screened
women who represent most middle-aged to older women
in the United States today. Finally, additional studies by
the BCSC have revealed that radiologists’ use of the
BI-RADS categories for mammographic assessment is
sometimes inconsistent with BI-RADS recommendation
categories (28). These inconsistencies may influence the
classification of mammography examinations as positive or
negative and may ultimately influence the calculations of
accuracy indices (33). We believe, however, that these in-
consistencies had very little, if any, impact on our analyses.

In conclusion, we found that mammographic breast
density, HRT use, and age were all important independent
predictors of the accuracy of screening mammography. Age
and breast density were the most important predictors. Af-
ter adjustment for age and breast density, HRT use was not
significantly associated with the sensitivity of screening
mammography. However, because HRT use has been
shown to increase breast density in many women, HRT
can influence sensitivity through its effects on breast den-
sity.

Another clinical implication of our study is that all
mammography reports should routinely include a state-
ment about breast density. This information would
prompt clinicians to inform women that breast density is
influenced by HRT use and that it can alter mammo-
graphic interpretation.

It should be recognized that the BCSC provides an
invaluable resource for the study of breast cancer surveil-
lance. Our analyses could not have been conducted with-
out the very large pooled samples provided by the BCSC,
which allowed the study of the independent effect of fac-
tors influencing breast density.
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Study Guide 
Session 3 

Determining the Value of a Diagnostic Test 
Allen F. Shaughnessy, PharmD, MMedEd 

Allen.Shaughnessy@tufts.edu 
 
The aims of this session are to: 

1. Review and expand upon some ideas of disease screening and testing that have been 
covered in the epidemiology; 

2. Introduce the concept of the difference between the technical precision and the 
clinical precision of a screening or diagnostic test; 

3. Practice how to quickly and accurately evaluate studies evaluating a new diagnostic 
or screening test to determine their validity 

 
Specific Objectives: By completing the initial reading and participating in class, students should 
be able to: 

1. Explain the different ways the same testing procedure can be used; 
2. Use the test characteristics of sensitivity, specificity, predictive values, and 

likelihood ratios to correctly interpret test results 
3. Explain how pre-test probability can affect test accuracy 
4. Determine whether the results of a study evaluating a test are relevant and valid 

and support that test’s use in clinical practice. 
5. Explain why the fact that simply using a test because it is highly sensitive or specific 

may not always be beneficial. 
 

This study guide provides an outline of the concepts necessary to meet these objectives. It 
contains hyperlinks to short videos, web pages, and articles that explain the concepts in 
other ways or in greater detail. You can follow these hyperlinks if the explanations and 
examples I’ve given you are not sufficient to help you understand and to help you complete 
the readiness assessment test.  
 
Purposes of testing 
 
A test, whether a physical exam maneuver, a laboratory test, an imaging study, or a 
performance measure (such as reading an eye chart), can play various roles, depending on 
our needs. The same test can: 

1) Screen for an unapparent disease in an asymptomatic individual (screening) 
2) Identify a disease in a patient suspected of having that disease (case finding) 
3) Confirm or refute results of another test (confirmation) 
4) Evaluate the effectiveness of treatment (monitoring) 
5) Allow estimation of prognosis to help guide treatment decisions (prognosis) 

http://en.wikipedia.org/wiki/Screening_(medicine)
http://www.cancer.gov/cancertopics/factsheet/Support/prognosis-stats
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So What? Bayes’ Theorem 
 
Tests are not perfect – all tests have some risk of false positive and false negative results.* 
These false results will vary based on the likelihood of the test being positive or negative 
before we ever do the test. This likelihood is called prior probability, pre-test probability, or 
prevalence of disease.  
 
Simply put, Bayes’ theorem is: 
 
 post-test probability =  Pre-test probability, given the test result  
 
 
The effect of pre-test probability on test results is intuitive: if someone is highly unlikely to 
have a disease but a test is positive, it makes sense to think that the test is wrong (i.e. still 
has a low post-test probability). Conversely, if another person has dramatic symptoms and 
signs of a disease but the test comes back negative, it makes sense that the test is a false 
negative (i.e. still has a high post-test probability). 
 

  For more information, see: Bayes’ Theorem and Breast Cancer (9:56)

                                                 
* Except, perhaps, the “birth test” and the “death test”  

Same test, different uses 
 
Measuring  someone’s blood pressure can be used for various 
purposes, depending on the setting and the need.  
 

1) Screening: Checking blood pressure at a health fair or at 
a self-testing station – asymptomatic patients with low 
likelihood of hypertension; 

2) Case finding: Checking patients’ blood pressure at the 
start of an office visit – patients are still at low risk  of 
hypertension (unless already diagnosed), but are at 
higher risk than when screened (as in example #1), 
since they are seeking health care 

3) Confirmation: Checking someone’s blood pressure who 
has had a previously high reading via screening or in 
the office; 

4) Monitoring: Checking blood pressure in someone with 
diagnosed hypertension; and,  

5) Prognosis: Checking blood pressure in patients with 
acute myocardial infarction or stroke can be used to 
estimate 30-day mortality. 

http://betterexplained.com/articles/an-intuitive-and-short-explanation-of-bayes-theorem/
http://www.youtube.com/watch?v=j2tNxIaGpR4
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For example,  
• In a 70-year-old male with sudden onset chest pain that worsens with exercise, the 

likelihood of myocardial infarction, before additional testing, is 63%. A negative 
electrocardiogram would be falsely negative in 1-in-6 men like this patient.  

• In a 40-year-old male with sudden onset chest pain that worsens with exercise, the 
likelihood of myocardial infarction, before additional testing, is around 0.6%.† A 
positive electrocardiogram would be falsely positive in 11 of 12 men like this 
patient.‡  

 
Pretest probability is determined a number of ways—sometimes, we have done 
epidemiologic studies to find the population prevalence of certain diseases. Sometimes, the 
pretest probability is a best-guess estimate because we don’t always have that kind of data 
on every condition.  
 
So, when screening for disease, the pre-test probability of whatever we are screening for 
will be low, making positive test results suspect. Case-finding increases the probability 
somewhat, and the factors that prompt testing to confirm a diagnosis increase probability 
even more. The key point is that the same test will perform differently given this background 
probability.  
 
We can quantify how likely a test is to be falsely positive using simple calculations. What is 
not intuitive for most people, though, is how likely a test is likely to be false in situations of 
low pre-test likelihood.  
 
 
 

 
 
 
 

                                                 
† Ruling out coronary artery disease in primary care: development and validation of a simple prediction rule. 
‡ Acute chest pain in the emergency room. Identification and examination of low-risk patients. 

Some examples of high false positives 
 
1. In the U.S., lyme disease prevalence varies by 
geography, highest in Connecticut and lowest in Texas. 
False positive results: 

• Connecticut (20% prevalence): 17% false positive 
• Texas (2% prevalence): 72% false positive 
 

2. The prevalence of breast cancer in women increases 
with age. For a 30-year-old woman undergoing a 
screening mammography: 

• Prevalence: 1 in 235 (0.43%) 
• False positive rate: 94%  

 
          

       
       

 
 

http://www.cmaj.ca/content/182/12/1295.abstract
http://www.ncbi.nlm.nih.gov/pubmed/3970650
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Why is this important?  
 
1. Hazards of testing 
 
Patients who have a positive test result, even if it is found later to be falsely positive, can 
have lasting psychological results: 
 
Three years after a false-positive mammogram result, women are more anxious about 
having breast cancer and have prolonged psychosocial effects such as, “my sense of well-
being is less” and “my relationship with other people is worse”  
 
In a study of infants diagnosed with jaundice (for which the evidence is inconclusive as to 
whether they benefit from diagnosis and treatment): 
• Mothers are more likely to completely stop breast feeding 
• Mothers were more likely to have never left their baby alone with anyone else, 

including the father 
• The infant had more office visits and emergency department visits 
 
This result has been called the “vulnerable child syndrome” that occurs, in this case, as a 
result of testing that may not produce benefit.  
 
2. Lack of benefit of testing 
 
Physicians commonly express the belief that patients want diagnostic testing to check for 
serious but unlikely illnesses. This type of testing is often ordered with the aim of 
reassuring patients. However, “Diagnostic tests for symptoms with a low risk of serious 
illness do little to reassure patients, decrease their anxiety, or resolve their symptoms, 
although the tests may reduce further primary care visits.”  

JAMA Intern Med. 2013;173(6):407-416. 

http://annfammed.org/content/11/2/106.full
http://onlinelibrary.wiley.com/doi/10.1111/j.1440-1754.2005.00658.x/abstract?deniedAccessCustomisedMessage=&userIsAuthenticated=false
http://www.ncbi.nlm.nih.gov/pubmed/22068058
http://www.ncbi.nlm.nih.gov/pubmed/23440131
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Technical vs. clinical precision of a test 
 
Sensitivity and specificity of a test are characteristics used to judge the intrinsic technical 
precision of a test. They, for the most part, are insensitive to changes in prevalence.  
 
Positive predictive value and negative predictive value are characteristics used to judge the 
clinical performance of a test, i.e., how well does the test represent the truth in clinical 
practice? Predictive values are sensitive to prevalence. As illustrated above, the same test, 
with the same sensitivity and specificity, will result in different rates of false positive and 
false negative results, depending on the pre-test likelihood of a positive or negative result.  
 
In the above examples, the technical precision of the tests look pretty good: 
 
Lyme disease detection 
Sensitivity: 95% 
Specificity: 95% 

Breast cancer detection (mammography) 
Sensitivity: 79% 
Specificity: 89% 

However, the effect of prevalence makes the tests perform much worse, in clinical practice, 
than is intuitively obvious.  
 
Lyme disease positive predictive value 
High prevalence: 83% 
Low prevalence: 28% 

Mammography positive predictive value 
High prevalence: 34% 
Low prevalence: 0.8%

 
In other words, in a place where Lyme disease is highly prevalent, 83% of the time, 
when the test is positive, the patient actually has the disease. Another way to interpret 
this is to say that in a high prevalence area, there is a 17% false-positive rate. In a low 
prevalence area, when the test is positive, 28% of those patients will truly have Lyme 
disease.  
 
As a result, even though the sensitivity and specificity of these tests are high, the tests 
will be falsely positive a majority of the time when the prevalence of disease is low. In 
the case of Lyme disease, about 3 out of 4 people told they have Lyme disease will not; 
and 92 out of 100 low likelihood women with a finding on mammogram will not have 
breast cancer.  

 

  Watch Sensitivity and Specificity – getting a feel (8:14) 
 
 
  

http://www.youtube.com/watch?v=Zsw2J29DV0s
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Calculating Sensitivity, Specificity, and Predictive Values 
 
There are several ways to calculate test characteristics, though test characteristics typically 
are calculated using a 2x2 table, listing the true status of the disease at the top and the test 
results along the side. The key to setting up the table is to list the disease at the top of the 
square. 
 
 

 Disease truly 
present 

Disease truly 
absent 

 
 
Positive test 

True 
Positives 

(TP) 
 
 

False 
Positives 

 (FP) 

 
 
Negative test 

 
 
False 

Negatives 
(FN) 

 
 

True 
Negatives 

(TN) 
 
Sensitivity 

• Is the percent of patients with the disease who have a positive test 
• = TP/(TP + FN) 
• = a/(a+c) 

Specificity 
• Is the percent of patients without the disease who have a negative test 
• = TN/(TN + FP) 
• = d/(d + b) 

a b 

c d 
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Using the graph, the calculations proceed “down” and “up” the columns: 
 

 Disease truly 
present 

Disease truly 
absent 

 
 
Positive test 

True 
Positives 

(TP) 
 
 

False 
Positives 

 (FP) 

 
 
Negative test 

 
 
False 

Negatives 
(FN) 

 
 

True 
Negatives 

(TN) 
 
 
Positive predictive value 

• Is the percent of patients with a positive test who have the disease 
• = TP/(TP + FP) 
• = a/(a + b) 

 
Negative predictive value 

• Is the percent of patients with a negative test who do not have the disease 
• = TN/(TN + FN) 
• = d/(d + c) 

 
Using the graph, the calculations proceed “left” and “right” across the columns: 
 

 Disease truly 
present 

Disease truly 
absent 

 
 
Positive test 

True 
Positives 

(TP) 
 
 

False 
Positives 

 (FP) 

 
 
Negative test 

 
 
False 

Negatives 
(FN) 

 
 

True 
Negatives 

(TN) 
 

  Watch “Sensitivity, specificity, and predictive values” (2:34) 
 

a b 

c d 

S 
p 
e 
c 
i 
f 
i 
c 
i 
t 
y 
 

S 
e 
n 
s 
i 
t 
i 
v 
i 
t 
y 

a b 

c d 

Positive Predictive Value 

Negative Predictive Value 

http://www.youtube.com/watch?v=gkWNNrr5Tl8
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Practice: 
 
Here are the results of a test for HIV.  
 

 HIV 
present 

HIV 
absent 

HIV test 
+ 

475 
 

4975 

HIV test 
- 

25 94525 

 
Calculate the test characteristics: 
 
Sensitivity:  Positive Predictive Value: 
 
Specificity: Negative Predictive Value: 
 
Answers here 
 
Practice: Sample USMLE Step 1 question: 
 
To protect blood supplies from contamination, screening for all donors for hepatitis C is 
required. The screening test has a sensitivity of 95% and a specificity of 90% and is used on 
a sample of donors in which 10% are known to have hepatitis C infection. Which of the 
following is the best estimate of the chance that a donor who tests negative is actually free 
of infection? 
 

A. 45% 
B. 50% 
C. 85% 
D. 90% 
E. 95% 
F. 99% 

 

  Calculations shown at: Calculating NPV from sensitivity and specificity 
(4:11) 

 
 

http://www.youtube.com/watch?v=hnSSop3chpI
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Using test characteristics: SnNout and SpPin 
 
Tests that are highly sensitive are very good at identifying patients with disease. As a result 
of this quality, we can be sure that negative tests are truly negative. This relationship can be 
remembered using the mnemonic SnNout: 
 
 SnNout:  If a test is highly Sensitive, and the test result is Negative, we can rule 

out the disease 
 
Conversely, tests that are highly specific are negative unless patients truly have the disease. 
As a result, we can be sure that positive tests are truly positive. This relationship can be 
remembered using the mnemonic SpPin: 
 

 SpPin: If a test is highly Specific, and the test result is Positive, we can rule 
in the disease. 

 
This rule holds when the likelihood is not too low (e.g., screening) or too high (e.g., 
confirmatory testing).  
 

  Watch Using SpPin and SnNout (2:23) 
 
 
Using test characteristics: Predictive values 
 
The good thing about predictive values is that they vary with prevalence of disease. By 
knowing the prevalence, we can calculate the predictive value of a test for individual 
situations, helping us to make decisions regarding treatment or further testing.  
 
The bad thing about predictive values is the same: they vary with prevalence of disease. It is 
often hard to calculate the pre-test likelihood of disease, especially in the moment, and we 
find it hard to find a resource that lists prevalence. Fortunately, there are calculators that 
can provide estimates of prevalence based on physical findings and calculate predictive 
values based on the test’s sensitivity and specificity.  
 
Here is an example of a clinical calculator that helps determine the pre-test probability of 
patients having sore throat based on symptoms. 
 
 

http://www.cebm.net/index.aspx?o=1042
http://www.youtube.com/watch?v=LCndoLgoPVk
http://www.bmj.com/content/309/6947/102.1.pdf%2Bhtml
http://www.mdcalc.com/modified-centor-score-for-strep-pharyngitis/
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Combining all of the above: Likelihood ratios 
 
The likelihood ratio gives us an understanding of how strongly a test result helps us rule in 
or rule out a disease. A positive likelihood ratio compares the likelihood that someone 
with the disease in question has a positive test as compared with someone who doesn’t 
have the disease. A negative likelihood ratio compares the likelihood that someone without 
the disease in question will have a negative test as compared with someone who does have 
the disease.   
 
Likelihood ratios are calculated based on sensitivity and specificity of the test: 
 

Positive Likelihood Ratio  = sensitivity / (1-specificity) 
Negative Likelihood Ratio = (1-sensitivity) / specificity 

 
In practice, likelihood ratios (LRs) are used in two ways.  
 

1) To calculate post-test odds of a disease, given pre-test odds and the LR: 
 
 Pretest odds of disease X LR = Post-test odds of disease 
 
Most of us, however, don’t think in terms of odds, which makes the calculations difficult. 
However, many calculators are available that will take pre-test probability, convert it to 
pre-test odds, calculate the post-test odds from the LR, and convert this odds back into a 
probability. There are also paper or computer-based nomograms that will make the 
calculations easy.  
 

2) To give a general interpretation of a test’s quality. The size of a LR helps us to 
understand how valid a test result might be. General rules: 

 
Likelihood ratio Interpretation 
>10 Good test to rule-in disease with a positive result 
5 - 10 Moderately able to rule-in with a positive test 
2 - 5 Small increase in probability with a positive test 
1-2 No change in probability with a positive test 
0.5 – 1 No change in probability with a negative test 
0.2 – 0.5 Small increase in probability with a negative test 
0.1 – 0.2 Moderately able to rule-out disease with a negative test 
< 0.1 Good test to rule-out disease with a negative result 

 
 
These are good, general rules, for gauging the quality of a diagnostic test. However, because 
prevalence still impacts a test’s results, these rules don’t apply if the pre-test probability is 
very high or very low.  
 
For example, a test with a positive LR of 500 will only have a positive predictive value of 
50% given a pre-test probability of 1 in 5,000. 

http://www.cebm.net/index.aspx?o=1043
http://www.hsl.unc.edu/services/tutorials/ebm/nomogram.pdf
http://www.cebm.net/index.aspx?o=1161
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Beyond Test Characteristics: What Makes a Test Truly Helpful? 
 
As we’ve discussed, tests can identify unknown disease, confirm presumed disease, help 
with estimates of prognosis, or monitor response to treatment. But can a test be held 
responsible to do more?  
 
Limits of Testing: 
 
Screening: Early4 identification of disease is only beneficial if treating before symptoms 
occur results in greater benefit than treating based on symptoms.  
 

   Watch Overdiagnosed. (it’s funny and informative, but long; over an hour) 
 
Diagnostic Testing: A diagnosis, though the sina qua non of medicine, is, at its essence only a 
label placed on a patient that is useful when selecting the right treatment. Therefore, 
testing leading to a diagnosis is only helpful if it leads to a change in treatment. 
 
A Hierarchy of Evidence Regarding Tests5 
 
As a result of these limitations, it’s not enough to simply say that a test has a good 
sensitivity and specificity (or predictive values). We need our tests to do more: 
 
Basic Criteria: Is the test sufficiently sensitive and specific? 
 We have many tests with low sensitivity and specificity. 
 
Minimally useful: The test changes diagnosis 
 As a result of a positive test, we now have a label to put on a patient. That doesn’t 

mean that we’ve done anything other than categorize their set of signs and 
symptoms. What’s better is to. . .  

  
More useful: The test changes treatment 
 A test that results in changes in treatment is a good start. However, tests don’t 

always lead to changes. Sputum samples are often suggested in guidelines of the 
treatment of pneumonia. However, research has shown physicians frequently do 
not change treatment when the culture results are known a day or two later.  

 
Very useful: The test changes outcomes 
 Routine monitoring (with A1c) did not affect outcomes in the United Kingdom 

Prospective Diabetes Study.6 

                                                 
4 That is, before symptoms appear. 
5 Fryback DG, Thornbury JR. The efficacy of diagnostic imaging. Med Decis Making 1991; 11:88-94 
6 Turner RC, et al. Intensive blood-glucose control with sulphonylureas or insulin compared with conventional 
treatment and risk of complications in patients with type 2 diabetes (UKPDS 33). Lancet 1998;352:837-53. 

http://youtu.be/C-DnznA0m9k?t=4m28s
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 On the other hand, testing in the emergency department to determine whether the 

patient does or doesn’t have heart failure has been shown to decrease admissions, 
decrease length of stay, and speed the initiation of appropriate therapy.7 

 
Maximum benefit: The test is worthwhile to patients and/or society. 
 
 Screening newborns for congenital hypothyroidism, phenylketonuria, and other 

diseases (but not all) results in early treatment that permanently alters the life of these 
children. On the other hand, screening for other diseases, and treating them 
(kernicterus, oxygenation) has not shown to be beneficial. 

  
  
 

                                                                                                                                                             
McCormack J, Greenhalgh T. Seeing what you want to see in randomised controlled trials: versions and 
perversions of UKPDS data. BMJ 2000;320:1720-1723) 
7  Mueller C, Scholer A, Laule-Kilian K, et al. Use of B-type natriuretic peptide in the evaluation and management 
of acute dyspnea. N Engl J Med 2004; 350: 647-54). 
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(jump to worksheet) 
Evaluating a Study about a New Diagnostic Test 
 
Is the new test reasonable? What are its limitations? 
 
The first step in evaluating a new screening test, diagnostic test, or other diagnostic maneuver is 
to determine whether the test could be used in clinical practice. A test that is too expensive, takes 
too long to perform, requires too much blood, or other limitation may not be worth considering. 
 
Example 
Now there is a rapid test for influenza, but in years past an influenza test had to be sent to a 
central laboratory. Results were returned in 5 to 7 days and were not useful for making decisions 
regarding treatment. Influenza testing was only useful after the fact for tracking patterns.  
 
 
Is the reference (gold) standard appropriate? 
 
A new test has to be compared to an existing standard. This reference standard, or “gold 
standard,” should be the best currently available way of identifying disease. Lesser standards, 
with their own limitations, can confound the results.  
 
Example 
Some years ago, I conducted a study to determine whether two methods of skin caliper 
measurement and bioimpedence measurement were accurate measures of body fat; we wanted to 
determine the best way to identify the minimum weight for high school wrestlers. The gold 
standard for body fat analysis is total body immersion in water; we didn’t have a facility to do 
this, which dramatically limited our ability to draw conclusions regarding the tests’ accuracy.  
 

 
Did all participants receive both the new test and the reference test? 
 
All study subjects should receive both the new test and the gold standard test. Sometimes testing 
is done so that only patients with a positive result on the new test get the gold standard test, or 
vice versa. This approach biases the study.  
 
Were the results of the test interpreted without knowledge (blinded) of the 
reference test result and vice versa? 
 
We want to assure that both tests are interpreted independently, that is, without knowledge of the 
results of the other test. This approach prevents interpretation bias.  
 
Example 
Imagine checking the blood pressure in a patient just after someone else has. If you knew the 
first reading, you would expect your reading to be similar, and you might try a little harder to get 
a very similar. If, on the other hand, you don’t know the results of the first blood pressure 
measurement, you will not have an inherent bias toward that result.  

http://www.ncbi.nlm.nih.gov/pubmed/10086764
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Were the patients enrolled randomly or consecutively? 
 
Ideally, all patients eligible for testing would be enrolled; if not, we would like to see a random 
selection of patient. This criterion helps to assure a broad spectrum of patients, some with 
relatively mild disease and others with more severe disease, which gives us a more accurate 
understanding of the test’s characteristics.  
 
Example 
Investigators conducted an early study of a test to determine whether patients with shortness of 
breath presenting to an emergency department have heart failure. The study was conducted 
during daylight hours (because that is when the research associate was available). However, 
patients with heart failure often don’t develop symptoms until the evening when they are lying 
flat in bed. This study, therefore, likely enrolled patients whose disease was more severe, since 
they had symptoms during the day, rather than enrolling patients with a wide spectrum of heart 
failure.  
 
Does the study population generalize to your practice? 
 
Most studies will present the prevalence of disease for their population. The source of patients 
will also produce different spectra of disease states. Patients presenting to a primary care 
physician, for example, are likely to have less severe disease than patients who are subsequently 
referred to subspecialists. The study population should be similar to the population of patients 
you treat.  
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a 

 
 
 
b 

c d 

 

TE
ST

 

Jump to instructions 

A Worksheet for Articles about Diagnostic Tests 
 
 

Description of the tests: 
1. Is the new test reasonable? What are its limitations? (stop) 

 
 
 

2. Is the reference (gold) standard appropriate? YES (if yes, describe) NO  
(stop) 

 
EXPLAIN: 

 
3. Did all participants receive both the new test and the reference test? YES NO 
(stop) 

 

4. Were the results of the test interpreted without knowledge (blinded) of the reference 
test result and vice versa? YES NO 

 
Study Population: 

1. Were the patients enrolled randomly or 
consecutively? 

 
 
YES NO 

2. Does the study population generalize to your practice? YES NO 
(Consider the spectrum of patient characteristics, co-morbidities, and clinical presentation) 
EXPLAIN: 

 
 
 

D. Test Characteristics: 
1. What are the sensitivity, specificity and predictive values of the test? DISEASE 

 
 

a.  
Sensitivity= 

 
 
a 

a+c 

+ - 
 

c. P.P.V.= a 
a+b + 

 
b.  
Specificity= 

d 
b+d 

d. N.P.V.= d 
d+c - 

 

2.   Calculate the prevelance of disease in the 
study 

 
3.   How does this compare to your practice? 

    a+c   
a+b+c+d 

 

 
 
 
 

Revision 2003: Information Mastery Working Group.  Adapted from material developed at McMaster University. 
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Answer to the HIV calculation 
 
Sensitivity: 95% Positive Predictive Value: 8.7% 
 
Specificity: 95% Negative Predictive Value: 99.9% 
 
Back to the example 
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Effectiveness and safety of nicotine replacement therapy
assisted reduction to stop smoking: systematic review and
meta-analysis

David Moore, senior reviewer Paul Aveyard, NIHR career scientist Martin Connock, systematic reviewer
Dechao Wang, systematic reviewer Anne Fry-Smith, information specialist Pelham Barton, senior lecturer

ABSTRACT

Objective To determine the effectiveness and safety of

nicotine replacement therapy assisted reduction to stop

smoking.

Design Systematic review of randomised controlled trials.

Data sources Cochrane Library, Medline, Embase,

CINAHL, PsychINFO, Science Citation Index, registries of

ongoing trials, reference lists, the drug company that

sponsored most of the trials, and clinical experts.

Review methods Eligible studies were published or

unpublished randomised controlled trials that enrolled

smokers who declared no intention to quit smoking in the

short term, and compared nicotine replacement therapy

(with or without motivational support) with placebo, no

treatment, other pharmacological therapy, or

motivational support, and reported quit rates. Two

reviewers independently applied eligibility criteria. One

reviewer assessed study quality and extracted data and

these processes were checked by a second reviewer. The

primary outcome, six months sustained abstinence from

smoking beginning during treatment, was assessed by

individual patient data analysis. Other outcomes were

cessation and reduction at end of follow-up, and adverse

events.

Data synthesis Seven placebo controlled randomised

controlled trials were included (four used nicotine

replacement therapy gum, two nicotine replacement

therapy inhaler, and one free choice of therapy). They

were reduction studies that reported smoking cessation

as a secondary outcome. The trials enrolled a total of

2767 smokers, gave nicotine replacement therapy for

6-18 months, and lasted 12-26 months. 6.75% of

smokers receiving nicotine replacement therapy attained

sustained abstinence for six months, twice the rate of

those receiving placebo (relative risk (fixed effects) 2.06,

95% confidence interval 1.34 to 3.15; (random effects)

1.99, 1.01 to 3.91; five trials). The number needed to treat

was 29. All other cessation and reduction outcomes were

significantly more likely in smokers given nicotine

replacement therapy than those given placebo. There

were no statistically significant differences in adverse

events (death, odds ratio 1.00, 95% confidence interval

0.25 to 4.02; serious adverse events, 1.16, 0.79 to 1.50;

and discontinuation because of adverse events, 1.25,

0.64 to 2.51) except nausea, which was more common

with nicotine replacement therapy (8.7% v 5.3%; odds

ratio 1.69, 95% confidence interval 1.21 to 2.36).

Conclusions Available trials indicate that nicotine

replacement therapy is an effective intervention in

achieving sustained smoking abstinence for smokerswho

have no intention or are unable to attempt an abrupt quit.

Most of the evidence, however, comes from trials with

regular behavioural support and monitoring and it is

unclear whether using nicotine replacement therapy

without regular contact would be as effective.

INTRODUCTION

Smoking is one of the greatest causes of illness and pre-
mature death in developed and developing countries,
but giving up smoking can prevent most of the harm.
Althoughnearly half of all smokers in theUnitedKing-
dom try to stop every year, only 2-3% succeed.1 One
reason for the low success is that many quit attempts
are unplanned2 so that themost effective cessation aids
maynot be used.1 Themostwidely used cessation aid is
nicotine replacement therapy.1 Standard instructions
for using such therapy and guidance from the National
Institute for Health and Clinical Excellence require
smokers to set a day when they will abruptly stop
smoking and use nicotine replacement therapy or
other pharmacotherapy as a substitute for smoking.
Despite 70% of smokers wanting and intending to
stop at some time,3 only 12%are ready to stop smoking
in the next month4 and thus only this small proportion
are suitable for abrupt quit interventions.
In theUK the licence for some nicotine replacement

therapies (gum, inhaler, and, most recently, lozenge)
has been extended to allow longer term use in those
who are not willing or able to quit abruptly, thereby
aiding them to cut down smoking and to facilitate quit-
ting. This is termed nicotine assisted reduction to stop;
also called cut down then stop,5 cut down to stop, and
cut down to quit.We carried out a systematic review of
randomised controlled trials to determine the effec-
tiveness of nicotine assisted reduction to stop and
whether there are associated harms. Unlike previous
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reviews,6 7 which reported only point prevalence of
cessation at end of follow-up, we focused on sustained
cessation from smoking, widely considered the super-
ior outcomemeasure for effectiveness.8 9 This was pos-
sible because of access to unpublished trial reports.
This review is an updated extension and summary of
our Health Technology Assessment on this topic.10

An ancillary paper will report on an economic ana-
lysis to determine whether nicotine assisted reduction
to stop provides good value for money from the per-
spective of the UK National Health Service.

METHODS

We electronically searched the Cochrane library,
Medline, Embase, CINAHL, PsychINFO, and
ScienceCitation Index fromat least 1992 toNovember
2007 for relevant trials, using a combinationof free text
andMeSH terms (see web extra appendix 1). We con-
tacted authors, experts, and the pharmaceutical com-
pany that sponsoredmost trials, and checked reference
lists of retrieved documents for further trials. All titles
and abstracts were screened for relevance and we
obtained the full paper if appropriate.
Studies were included in the review if they were ran-

domised controlled trials meeting the following cri-
teria:
� The population comprised smokers who were
unable or unwilling to stop abruptly

� The intervention was gum or inhaler nicotine
replacement therapy alone or as part of
combination therapy, such as motivational
support. Some studies considered nicotine
replacement therapy as a generic intervention
and allowed a choice, and such studies were
considered to meet the inclusion criteria
irrespective of whether data could be
disaggregated for different forms of therapy (the
licensing of lozenges for gradual smoking
cessation coincided with the latter stages of this
review and is not dealt with specifically here)

� The comparator was placebo, no treatment, non-
nicotine replacement therapy drugs for smoking
cessation, or psychological interventions, such as
motivational support. If the intervention arm
included an adjunct therapy the comparator had
to include one too

� The outcome was abstinence from smoking.
The criteria were applied independently by two

reviewers and discrepancies resolved by discussion
and with the involvement of a third reviewer if
required.

Data extraction and quality assessment

The quality of included studies was assessed according
to standard guidelines11 and data extracted using a data
extraction form. Both tasks were undertaken by one
reviewer and checked for accuracy by a second. Dis-
agreements were resolved by discussion, and with a
third reviewer if necessary. When information was
missing it was sought from the authors or sponsors of
trials.

Data synthesis

Studies were grouped according to outcome and com-
parison groups. The primary outcome for the review
was six months’ sustained abstinence starting any time
before the end of treatment. We regard this as defini-
tive evidence of the effectiveness of treatment.8 9 Sec-
ondary outcomes were point prevalence abstinence at
end of follow-up; sustained abstinence from early in
treatment to end of follow-up; sustained reduction
from week 6 to end of follow-up; point prevalence
reduction at end of follow-up; and adverse events
throughout follow-up—death, serious adverse events
(death, admission to hospital, or permanent disability),
discontinuation owing to side effects, and nausea (as an
index symptom of possible nicotine overdose).
Meta-analysis was carried out using Stata (version

10). For smoking outcomes we summarised data with
relative risks; the preferred statistic of the Cochrane
TobaccoAddictionReviewGroup. For adverse events
we summarised data using Peto odds ratio, which is the
preferred statistic for rare occurrences.12

Developing a measure of sustained abstinence

Inmost studies on smoking cessation all individuals set
a quit day near the beginning of the study and once
they relapse they are counted forever as a sustained
abstinence failure, even if they subsequently make a
quit attempt and succeed. In studies of nicotine assisted
reduction to stop, participants have the opportunity to
use nicotine replacement therapy for a prolonged per-
iod (up to 18 months) during which time they make
several quit attempts. Unlike normal studies on cessa-
tion, where the index quit attempt is the first, in studies
on nicotine assisted reduction to stop, treatment con-
tinues whether or not someone attempted to stop and
failed. Thus, previous failures do not nullify later suc-
cess. We counted the number who had started to
abstain during treatment and had maintained absti-
nence for at least six months. Some smokers started
quit attempts late in the treatment and because fol-
low-up did not continue for six months beyond the
end of the treatment, follow-up ceased with these peo-
ple having been abstinent continuously for several
months, but fewer than six months. To count them as

Articles identified from electronic searches (n=6152)

Potentially relevant full texts obtained (n=138):
  Peer reviewed publications (n=131)
  Unpublished trial reports (n=7)

Included studies (in 12 articles) (n=7):
  One study in two publications
  Four studies each in one publication plus one
    unpublished trial report
  Two studies each in one unpublished trial report

Excluded articles (n=126):
  Peer reviewed publications (n=125)
  Unpublished trial reports (n=1)

Fig 1 | Flow of papers through study
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Table 1 | Main characteristics of included studies

Reference,
country, trial
dates

Treatment
duration;
follow-up
(months) Indication

Noingroup,
meanage in
years (%
female)

Baseline
cigarettes

smoked/day,
exhaled carbon
monoxide level

(ppm),
Fagerström
score*

NRT
inter-

vention†
(nicotine
content)

Compara-
tor

Other
treatment
compo-
nents Main outcomes measured

Funding
(trial
code)NRT

Con-
trol NRT Control

Batra,w1

Germany and
Switzerland
(NR)

12; 13 Not intending to
quit innextmonth;
willing to change
behaviour

184,
42.6
(45.9)

180,
43.5
(35.2)

27.9,
29.1, 5.7

29.6,
28.2, 5.9

Gum (4 mg)
for
12 months

Placebo
gum for
12 months

Clinic visits
(n=9),
telephone
support,
additional
clinic visits
as necessary

Smoking reduction; abstinence
(exhaled carbonmonoxide level
<10 ppm)‡; NRT use (self report
and records); serum cotinine
and thiocyanate levels (ppm);
adverse events; haematological
risk factors§

Industry
(980-CHC
1013-
028)

Bolliger,w2

Sweden and
Switzerland
(Feb 1997 to
May 1999)

18; 24 Unwilling or
unable to quit;
wanted to reduce
cigarette
consumption

200,
46.4
(57)

200,
45.8
(48)

28.2,
27.1, 5.5

30.3,
27.1, 5.6

Inhaler
(10 mg)¶ for
18 months

Placebo
inhaler as
required

Clinic visits
(n=9)

Smoking reduction; abstinence
(exhaled carbonmonoxide level
<10ppm)‡; NRTuse (self report),
acceptability; plasma cotinine
and thiocyanate levels, (ppm);
quality of life** and adverse
events; haematological risk
factors§

Industry
(96-NNIN
016)

Haustein,w3

unpub-
lished††,
Germany (Mar
2000 to Nov
2001)

9; 12 Not intending to
quit in next month
want to reduce
cigarette
consumption

97,
42.3
(50)

96,
41.7
(50)

24.3,
27.5, 5.4

24.4,
28.9, 5.5

Gum (4 mg)
as required
for 9 months

Placebo
gum as
required
for
9 months

Clinic visits
(n=8)

Smoking reduction; abstinence
(exhaled carbonmonoxide level
<10 ppm); product use; change
in Fagerström score; adverse
events

Industry
(980 CHC-
9021-
0013)

Rennard,w4

USA (Feb
2000 to Apr
2001)

12; 15 Not intending to
quit within next
month, wanted to
reduce cigarette
consumption

215,
45.9
(59)

214,
44.8
(54)

29.3,
29.7, 6.5

30.4,
29.5, 6.6

Inhaler
(10 mg) for
12 months

Placebo
inhaler for
12 months

Clinic visits
(n=9)

Smoking reduction; abstinence
(exhaled carbonmonoxide level
<10ppm)‡; NRTuse (self report),
acceptability; plasma cotinine
and thiocyanate levels (ppm);
quality of life‡‡ and adverse
events; haematological risk
factors§

Industry
(98-NNIN-
027)

Wennike,w5

Denmark (Feb
1999 to May
2000)

12; 24 Not intending to
quit within next
month, wanted to
reduce cigarette
consumption

205,
45 (65)

206,
44 (59)

24, 29,
6.4

24, 27,
6.4

Gum (2 or
4 mg;
depending
on
Fagerström
score) for
12 months

Placebo
gum for
12 months

Clinic visits
(n=9)

Smoking reduction; abstinence
(exhaled carbonmonoxide level
<10 ppm)‡; NRT use (self report)
and compliance; plasma
cotinine and thiocyanate levels;
quality of life** and adverse
events; haematological risk
factors§

Industry
(98NNCG-
014)

Wood-
Baker,w6

unpublished,
Australia (Jun
1999 to Mar
2001)

12; 15 Not intending to
quit within next
month, wanted to
reduce cigarette
consumption

218,
42.9
(54)

218,
45.3
(55)

29.0,
25.8, 6.6

27.4,
25.9, 6.4

Gum (2 or
4 mg;
depending
on
Fagerström
score) for
12 months

Placebo
gum for
12 months

Clinic visits
(n=9)

Smoking reduction; abstinence
(exhaled carbonmonoxide level
<10 ppm)‡; NRT use and
compliance; plasma cotinine
and thiocyanate levels; quality
of life** and adverse events;
haematological risk factors§

Industry
(98NNCG-
017)

Etter,w7

Switzerland
(1999 to
2002)§§

6¶¶; 26 Not intending to
quit within next
6 months, wanted
to reduce cigarette
consumption

265, 269, 389;
43.2, 41.7, 42.9;
(46, 51, 56)

29.8, 29.4, 30.2; NR,
NR, NR; 6.0, 5.9, 6.2

Free
choice***:
inhaler
(10mg),gum
(4 mg), or
patch
(25 mg) for
6 months

Placebo
NRT for
6 months
and no
inter-
vention

Literature
only

Smoking reduction;
abstinence†††; product use;
change in Fagerström score;
adverse events

Govern-
ment and
industry
(no trial
code)

NR=not reported; NRT=nicotine replacement therapy.

*Test for nicotine dependence.

†Gum and inhaler were Nicorette products (Pharmacia).

‡Seven day point prevalence.

§Examples include C reactive protein, fibrinogen, white blood cell count.

¶Total available nicotine 4-5 mg.

**Short form 36.

††This study had two further arms that compared short term quit intervention using gum with placebo.

‡‡Revised RAND 36 item health survey 1.0.

§§This study had a third arm in which participants received no treatment.

¶¶Quitters continued to receive NRT after six months.

***Switching between products was allowed.

†††Point prevalence for past seven days and one month.
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failed quitters or as successes would be inappropriate,
so we developed a method to determine what propor-
tion of these would sustain abstinence of six months if
follow-up had been long enough.We applied the prob-
ability that a smoker who abstained for x months
would go on to abstain for sixmonths to those smokers
who were abstinent for x months at the end of study.
This calculation was based on probabilities derived
from analyses using individual person data of all quit
attempts made in each of the studies for which indivi-
dual person data were available (see web extra appen-
dix 2).

RESULTS

Figure 1 shows the flow of papers through the systema-
tic review. Seven randomised controlled trialsw1-w7 (12
articles) met the inclusion criteria (see web extra
appendix 3 for excluded articles).
Table 1 shows the characteristics of the included

studies. Six of the randomised controlled trials were
sponsored by industry,w1-w6 two of which were unpu-
blished.w3 w6 Full, unpublished trial reports were
obtained for all six trials, of which five reportsw1 w3-w6

contained individual patient data allowing calculation
of at least six months’ sustained abstinence. The
seventh trialw7 was independent, and unpublished
data were obtained from the authors.
All the studies recruited smokers who were unwill-

ing or unable to quit abruptly, and none emphasised
reduction then stop on recruitment. Consequently the
primary outcome was reduction and not cessation.

Trial design

All the studies were randomised parallel group trials
with nicotine replacement therapy and placebo arms.
One trialw3 randomised people to four arms; two of the
arms were not included in this review because partici-
pants were randomised to reduction over only one
month (with active nicotine replacement therapy or

placebo). Another trialw7 had three arms, comprising
no pharmacotherapy, placebo, and nicotine replace-
ment therapy. For consistency we analysed differences
between nicotine replacement therapy and placebo.

Population

The populations had similar personal and smoking
characteristics typical of heavy smokers attending
smoking cessation clinics. Potential participants with
heart disease, those receiving psychiatric drugs, preg-
nant or lactating women, or people with other drug
problems were excluded. Recruitment was by adver-
tisement.

Intervention

Four trials used gum,w1 w3 w5 w6 two used inhalers,w2 w4

and one used free choice of gum, inhaler, or patch.w7

Prior to randomisation in two trials,w5 w6 smokers were
stratified by nicotine dependence (Fagerström score);
the less nicotine dependent were given 2 mg gum
whereas the more dependent received 4 mg gum.
The other gum trials used 4 mg gum. The trial with
three armsw7 used a 15 mg/16 hour patch, 4 mg gum,
or inhaler.
Nicotine replacement therapy was available for six

months in one trialw7 (although people who remained
abstinent could have extended use). The other trials
provided nicotine replacement therapy for nine
months,w3 12 months,w1 w4-w6 and 18 months.w2

Behavioural support

The trial with three armsw7 had no clinic visits and no
behavioural support, but participants received a 20
page booklet covering reasons for reducing cigarette
consumption and themethods for achieving reduction.
In the other publications behavioural support was

described as moderate (visits lasting 15-30 minutesw5),
or participants were “instructed to reduce their smok-
ing . . . and provided with ways to do so,”w4 or

Table 2 | Summary of quality assessment of included randomised controlled trials

Study
Was assignment of treatment

really random?
Was allocation concealed and

concealment method described?

Were groups
similar at
baseline?

Were
eligibility
criteria

specified?
Who was blinded to treatment

allocation?

Was intention to
treat analysis
used and were

drop outs
accounted for?

Batraw1 Yes; computer generated list Yes; sealed envelopes Yes* Yes Participants, therapists, and
outcome assessors

Yes, yes

Bolligerw2 Yes; computer generated list Yes; sealed envelopes Yes* Yes Participants, therapists, and
outcome assessors

Yes, yes

Hausteinw3 Yes; computer generated list Yes; sealed envelopes Yes Yes Participants, therapists, and
outcome assessors

Yes, yes

Rennardw4 Likely, but method not described Likely, but method not reported Yes Yes Participants, therapists, and
outcome assessors

Yes, yes

Wennikew5 Yes (stratified by Fagerström
score); computer generated list

Yes; sealed code list Yes* Yes Participants, therapists, and
outcome assessors

Yes, yes

Wood-Bakerw6 Yes (stratified by Fagerström
score); computer generated list

Yes; sealed envelopes Yes Yes Participants, therapists, and
outcome assessors

Yes, yes

Etterw7 Yes; computer generated list Unclear Yes Yes Participants and outcome
assessors

Most outcomes†,
yes

When extensive unpublished study reports were available, they were used for quality analysis.

*Except for small imbalance in sex distribution.

†Not intention to treat for product usage and for completeness of blinding of participants (determined at six months).
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At least 6 months abstinence, starting in treatment
Gum
  Batra (13)w1

  Haustein (12)w3

  Wennike (24)w5

  Wood-Baker (15)w6

Inhaler
  Rennard (15)w4

Subtotal: I2=52.4%, P=0.078

Abstinence from week 6 to end of follow-up
Gum
  Batra (13)w1

  Haustein (12)w3

  Wennike (24)w5

  Wood-Baker (15)w6

Inhaler
  Bolliger (24)w2

  Rennard (15)w4

Mixed
  Etter (26)w7

Subtotal: I2=0.0%, P=0.841

Point prevalence of abstinence at end of follow-up
Gum
  Batra (13)w1

  Haustein (12)w3

  Wennike (24)w5

  Wood-Baker (15)w6

Inhaler
  Bolliger (24)w2

  Rennard (15)w4

Mixed
  Etter (26)w7

Subtotal: I2=44.8%, P=0.093

Reduction from week 6 to end of follow-up
Gum
  Batra (13)w1

  Haustein (12)w3

  Wennike (24)w5

  Wood-Baker (15)w6

Inhaler
  Bolliger (24)w2

  Rennard (15)w4

Subtotal: I2=0.0%, P=0.604

Point prevalence of reduction at end of follow-up
Gum
  Batra (13)w1

  Haustein (12)w3

  Wennike (24)w5

  Wood-Baker (15)w6

Inhaler
  Bolliger (24)w2

  Rennard (15)w4

Mixed
  Etter (26)w7

Subtotal: I2=36.4%, P=0.151

7.83 (1.83 to 33.55)

2.64 (0.72 to 9.65)

2.64 (1.20 to 5.82)

1.00 (0.36 to 2.80)

1.00 (0.42 to 2.34)

2.06 (1.34 to 3.15)

4.89 (0.24 to 101.19)

4.95 (0.24 to 101.75)

13.06 (0.74 to 230.39)

1.00 (0.06 to 15.89)

4.00 (0.45 to 35.47)

4.98 (0.24 to 103.06)

1.69 (0.41 to 7.01)

3.44 (1.48 to 7.96)

2.69 (1.23 to 5.88)

1.36 (0.57 to 3.23)

2.73 (1.17 to 6.35)

2.33 (0.61 to 8.91)

1.24 (0.67 to 2.27)

5.64 (1.68 to 18.97)

1.12 (0.70 to 1.80)

1.72 (1.31 to 2.26)

2.93 (1.09 to 7.91)

12.87 (0.73 to 225.29)

13.06 (1.72 to 98.94)

1.50 (0.25 to 8.89)

3.17 (1.29 to 7.76)

3.73 (1.26 to 11.06)

3.84 (2.32 to 6.35)

1.63 (1.12 to 2.38)

1.48 (0.80 to 2.74)

1.51 (0.89 to 2.57)

0.61 (0.34 to 1.08)

1.20 (0.85 to 1.68)

1.46 (0.94 to 2.27)

1.43 (1.07 to 1.90)

1.32 (1.14 to 1.54)

16/184

8/97

21/205

7/218

10/215

62/919

2/184

2/97

6/205

1/218

4/200

2/215

5/265

22/1384

22/184

11/97

19/205

7/218

21/200

17/215

32/265

129/1384

15/184

6/97

13/205

3/218

19/200

15/215

71/1119

55/184

21/97

30/205

17/218

55/200

41/215

83/265

302/1384

0.05 0.25 1 5 20 50

Study (follow-up, months)

Favours
placebo

Favours nicotine
replacement therapy

Relative risk
(95% CI)

Relative risk
(95% CI)

Treatment

2/180

3/96

8/206

7/218

10/214

30/914

0/180

0/96

0/206

1/218

1/200

0/214

3/269

5/1383

8/180

8/96

7/206

3/218

17/200

3/214

29/269

75/1383

5/180

0/96

1/206

2/218

6/200

4/214

18/1114

33/180

14/96

20/206

28/218

46/200

28/214

59/269

228/1383

Control

No of events/No in group

6.73

10.04

26.57

23.30

33.37

100.00

7.24

7.19

7.14

14.32

14.32

7.17

42.62

100.00

10.80

10.74

9.32

4.01

22.70

4.01

38.43

100.00

27.23

2.71

5.37

10.77

32.32

21.60

100.00

14.63

6.17

8.75

12.28

20.17

12.31

25.68

100.00

Weight
(%)

Fig 2 | Meta-analysis of smoking outcomes. Pooled estimates are Mantel Haenszel relative risks (fixed effects). Heterogeneity

statistic Q for at least six months’ abstinence was 8.4 (P=0.078), for abstinence from week 6 to end of follow-up was 2.74

(P=0.840), for point prevalence of abstinence at end of follow-up was 10.86 (P=0.093), for reduction from week 6 to end of

follow-up was 3.63 (P=0.604), and for point prevalence of reduction at end of follow-up was 9.43 (P=0.151)
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behavioural support was not really described.w1 w2 The
unpublished trial reports,w1-w6 however, indicated that
the behavioural support programme was similar in all
these studies. Participants were given a sheet of paper
with written advice on how to use gum or inhaler to
reduce or stop smoking. Clinic staff followed a written
behavioural support protocol giving information on
how much nicotine replacement therapy to use and
how to use it to substitute for cigarettes. In addition,
at each visit the therapist elicited problems from the
participants, helped them find solutions, and related
their progress back to their goals negotiated at the
start of the programme. Smokers were encouraged to
quit during the study. At six and nine months, partici-
pants were instructed to stop smoking completely,
regardless of reduction achieved to that point. At all
visits smoking status was monitored, exhaled carbon
monoxide recorded, and feedback given on progress
towards agreed goals. Typically, behavioural support
and clinic visits were repeated on five or more occa-
sions up to at least a year and in some trials beyond,
to 18 or 24 months.

Outcomes

The primary outcome in the trials was sustained reduc-
tion. In the industry sponsored trialsw1-w6 sustained
reduction was defined as reported cigarette consump-
tion of less than 50% of baseline from week 6 to week
16, although in some trials this was also to later visits.
Sustained reduction was measured by self reported
cigarettes smoked a day and validated by the carbon
monoxide level that was at least 1 ppm less than at
baseline on each occasion it was checked. The second-
ary outcomes were prolonged abstinence from the
week 6 visit to end of follow-up and 7 day point pre-
valence abstinence and point prevalence of reduction
at various follow-up times.
In the trial with three arms,w7 point prevalence absti-

nence and point prevalence reduction for the past
seven days and four weeks were the main outcomes
at six and 26 months.

Quality of included studies
Table 2 summarises the quality of the included studies.
All were of high quality.
Although trials blinded participants to allocation, it

is difficult to blind people to psychoactive drugs. At six
months, participants in the three arm trialw7 guessed
more accurately than would be expected by chance
whether they had received active drug or placebo.

Sustained six months’ abstinence
Individual person data were available from one trial
using inhalerw4 and four using gumw1 w3 w5 w6 and
allowed the calculation and meta-analysis of sustained
abstinence of at least six months.w1 w3-w6 The propor-
tion of smokers achieving sustained abstinence at six
months with nicotine replacement therapy was double
that with placebo (relative risk 2.06, 95% confidence
interval 1.34 to 3.15; fig 2), but the rates were low
(6.75% v 3.28%, respectively).Moderate heterogeneity

was suggested (χ2=8.4, df=4, P=0.08, I2=53%). There
was no evidence to indicate that this was due to the
type of nicotine replacement therapy used, and the
inclusion criteria and protocols of the trials were simi-
lar. By a random effects model the relative risk was
1.99 (1.01 to 3.91).

Other smoking outcomes
Sustained abstinence was measured from six weeks
(two weeks in one studyw1) to the end of follow-up.
Point prevalence abstinence was also measured at last
follow-up, which was one month,w1 three months,w3 w4

w7 sixmonths,w2 12months,w5 and 20monthsw7 after the
end of treatment. Sustained reduction and point preva-
lence reductionwasmeasured at these time points dur-
ing treatment and at follow-up. Figure 2 summarises
these results.
As might be expected of smokers unwilling or

unable to quit in the short term, sustained abstinence
rates starting from six weeks were low; across all stu-
dies 1.6% in the nicotine replacement therapy group
and 0.4% in the placebo group. Point prevalence
rates of abstinence at the end of follow-up were 9.3%
and 5.4%, respectively.
Successful reduction was more common. In those

receiving active nicotine replacement therapy, 21.8%
had reduced consumption by more than 50% at final
follow-up compared with 16.5% receiving placebo.
Sustained reduction from early in treatment to final
follow-up occurred in 6.3% of those receiving active
treatment and 1.6% receiving placebo.

Adverse events
Overall, 1384 predominantly middle aged smokers
were treated with nicotine replacement therapy for
six to 18 months and 1383 were treated with placebo.
Four deaths occurred in those randomised to nicotine
replacement therapy and four in those randomised to
placebo: odds ratio 1.00 (95% confidence interval 0.25
to 4.02; fig 3). Serious adverse events occurred in fewer
than 8%of participants in both arms: 1.09 (0.79 to 1.50;
fig 3). In no cases were these judged likely to have been
due to treatment. Discontinuation of treatment
because of adverse events was rare, with 1.7% in the
nicotine replacement therapy group and 1.3% in the
placebo group: odds ratio 1.27 (0.64 to 2.51; fig 3).
Nausea was selected as an index symptom to indicate
possible nicotine overdose. It was slightly and signifi-
cantlymore common in the nicotine replacement ther-
apy group, with 8.6% experiencing nausea compared
with 5.3% in the placebo group: 1.69 (1.21 to 2.36;
fig 3).

DISCUSSION

This review found evidence that nicotine assisted
reduction to stop programmes can be effective in
achieving sustained abstinence from smoking of six
months. There was no evidence of an increase in life
threatening problems, and nicotine replacement ther-
apy was well tolerated, with almost no difference in
discontinuation because of side effects in those
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receiving nicotine replacement therapy compared
with those receiving placebo. Nausea was significantly

more commonwith nicotine replacement therapy than
with placebo, but only one in 30 users became

Death

Gum

  Batra (13)w1

  Haustein (12)w3

  Wennike (24)w5

  Wood-Baker (15)w6

Inhaler

  Bolliger (24)w2

  Rennard (15)w4

Mixed

  Etter (26)w7

Subtotal: I2=25.7%, P=0.257

Serious adverse events

Gum

  Batra (13)w1

  Haustein (12)w3

  Wennike (24)w5

  Wood-Baker (15)w6

Inhaler

  Bolliger (24)w2

  Rennard (15)w4

Subtotal: I2=55.3%, P=0.048

Discontinued because of adverse event

Gum

  Batra (13)w1

  Haustein (12)w3

  Wennike (24)w5

  Wood-Baker (15)w6

Inhaler

  Bolliger (24)w2

  Rennard (15)w4

Subtotal: I2=0.0%, P=0.636

Nausea

Gum

  Batra (13)w1

  Haustein (12)w3

  Wennike (24)w5

  Wood-Baker (15)w6

Inhaler

  Bolliger (24)w2

  Rennard (15)w4

Subtotal: I2=0.0%, P=0.797

Excluded

Excluded

1.00 (0.06 to 16.12)

0.13 (0.01 to 2.16)

1.00 (0.06 to 16.04)

Excluded

7.53 (0.47 to 120.71)

1.00 (0.25 to 4.02)

1.65 (0.61 to 4.48)

1.41 (0.44 to 4.52)

1.36 (0.56 to 3.26)

0.39 (0.20 to 0.79)

1.61 (0.90 to 2.87)

1.16 (0.54 to 2.49)

1.09 (0.79 to 1.50)

Excluded

Excluded

1.00 (0.14 to 7.19)

2.21 (0.73 to 6.64)

0.67 (0.11 to 3.89)

1.00 (0.32 to 3.13)

1.27 (0.64 to 2.51)

1.74 (0.83 to 3.68)

2.30 (1.16 to 4.56)

1.98 (0.53 to 7.42)

1.31 (0.69 to 2.49)

1.13 (0.43 to 2.98)

2.16 (0.80 to 5.87)

1.69 (1.21 to 2.36)

0/184

0/97

1/205

0/218

1/200

0/215

2/265

4/1384

10/184

7/97

12/205

10/218

32/200

15/215

86/1119

0/184

0/97

2/205

9/218

2/200

6/215

19/184

28/97

6/205

23/218

9/200

11/215

96/1119

0.05 0.25 1 5 20 50

Study (follow-up, months)

Favours
placebo

Favours nicotine
replacement therapy

Odds ratio
(95% CI)

Odds ratio
(95% CI)

Treatment

0/180

0/96

1/206

2/218

1/200

0/214

0/269

4/1383

6/180

5/96

9/206

25/218

21/200

13/214

79/1114

0/180

0/96

2/206

4/218

3/200

6/214

11/180

14/96

3/206

18/218

8/200

5/214

59/1114

Control

No of events/No in group

0.00

0.00

25.00

25.00

24.99

0.00

25.01

100.00

10.14

7.48

13.21

21.34

30.48

17.35

100.00

0.00

0.00

11.94

38.02

14.89

35.16

100.00

19.94

23.86

6.37

26.89

11.79

11.15

100.00

Weight
(%)

Fig 3 | Meta-analysis of safety outcomes; pooled estimates are Peto’s odds ratio (fixed effects). Heterogeneity statistic Q for

death was 4.04 (P=0.257), for serious adverse events was 11.19 (P=0.048), for discontinuation of treatment because of

adverse events was 1.70 (P 0.636), and for nausea was 2.36 (P=0.797). I2 was 0 (negative value [100×[(Q–DF)/Q)] except for
serious adverse events, where I2 was 55%
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nauseous because of treatment. The results imply that
compared with placebo twice the number of smokers
sustained six months’ abstinence as a result of nicotine
replacement therapy. This equates to about an addi-
tional 3% of all smokers quitting who would otherwise
not have done so. This is a similar effect size to treating
smokers who are motivated to quit, where 4-5%might
be expected to abstain for six months owing to use of
nicotine replacement therapy.13 Previous data suggest
that half of those who sustain six months of abstinence
will maintain it for the rest of their lives.14 15

Three reviews, comprising a Health Technology
Assessment,10 a Cochrane review,7 and a qualitative
review6 have examined smoking cessation achieved
by smokers recruited to randomised controlled trials
of smoking reduction interventions. The present
review is an extension and update of the Health Tech-
nology Assessment report10 and differs from the
Cochrane review7 and the qualitative review.6 We
report sustained abstinence rates derived fromanalysis
of individual patient data, whereas the Cochrane and
qualitative reviews were restricted to point prevalence
of smoking cessation at the end of follow-up, ameasure
that cannot inform about the duration of cessation,
which is the outcome most relevant to health. Sus-
tained abstinence is the preferred outcome of the
Society for Research in Nicotine and Tobacco8 and
advised by other experts.9 We included an additional
trialw6 not included in the qualitative review. Our
review focused on nicotine replacement therapy
whereas both theCochrane and the qualitative reviews
encompassedmultiple interventions and did not meta-
analyse data on safety outcomes. The qualitative
review concluded that smoking reduction increased
the probability of future cessation, whereas the
Cochrane review concluded that people unwilling to
quit were helped by nicotine replacement therapy to
cut down on number of cigarettes smoked a day. Our
use of sustained abstinence andmeasurement of safety
has allowed us to draw stronger conclusions on the
public health benefit of smoking reduction with nico-
tine replacement therapy for unwilling quitters.
The licence for nicotine replacement therapy is for

reduction then stopping, whereas the trials in our
review recruited smokers motivated only to reduce

their consumption. We excluded one study in which
participants wanted to quit by reduction,16 which was
included in both the Cochrane and the qualitative
reviews. The odds ratio for point prevalence of absti-
nence at the end of follow-up from this study was simi-
lar to our pooled effect estimate (2.34, 95% confidence
interval 1.16 to 4.74); this suggests that whether smo-
kers are motivated to reduce then quit or simply moti-
vated to reduce may make little difference to the
efficacy of nicotine replacement therapy in supporting
cessation. There is further evidence that this difference
between trial populations (reducers) and the smokers
for whom the products are marketed (reducing to quit)
is probably not important. Nearly half of surveyed
American smokers planning to quit would choose
reduction over abrupt cessation, and two thirds of
these were interested in the assistance of drugs.17 In
these smokers there was little interest in reduction as
an end in itself, only as a means to stop. Even among
those not planning to stop soon, cessation was the goal
for half. Intentions to stop smoking are volatile18 so a
stated intention to stop at a specified future time may
have little long term meaning for many smokers.
Instruction to stop was delivered in the trials, although
the importance of this instruction has not been tested.
We therefore believe that encouraging smokers pre-
pared to reduce consumption to use nicotine replace-
ment therapy regardless of their subsequent intention
to quit is appropriate because this is the population that
was included in the trials.
For health services an important issue is whether

nicotine replacement therapy should be reimbursed
in nicotine assisted reduction to stop programmes
and whether and how such programmes should be
implemented. All the industry sponsored trials took
place in specialist smoking cessation clinics with exten-
sive monitoring and moderate behavioural support.
The remaining trialw7 was rather analogous to use of
nicotine replacement therapy purchased directly
from retail outlets, but even here a 20 page booklet
was given to participants to motivate and instruct on
reduction. This trial showed lower relative efficacy
than the overall effect estimate and a lower absolute
benefit, but whether this was due to the setting or
chance is unclear.
Currently, nicotine assisted reduction to stop is

licensed in the UK but recent guidance from the
National Institute for Health and Clinical Excellence
and a recent US Clinical Practice Guideline recom-
mend its use only in the context of further
research.19 20 Survey data show that large numbers are
using nicotine replacement therapy to reduce
consumption,1 but whether they are truly reading the
packet inserts and seeking to follow a nicotine assisted
reduction to stop programme is uncertain. Further-
more, most people who are reducing with nicotine
replacement therapy are using a patch,1 which is not
licensed for this use and does not come with such
instructions. It is therefore unclear whether the out-
comes observed in the trials are being achieved
through such use.21

WHAT IS ALREADY KNOWN ON THIS TOPIC

Most smokers are not ready to quit and might not respond to interventions of abrupt
cessation

Nicotine replacement therapy (NRT) is licensed for smoking reduction in smokers not ready to
stop but there is no evidence that it leads to sustained abstinence

No review has assessed the safety of concurrent smoking and use of long term NRT

WHAT THIS STUDY ADDS

This systematic review of randomised clinical trials in smokers not ready to stop found that
with NRT support twice as many quitters achieve six months of sustained abstinence

This equates to an additional 3% of sustained quitters compared with placebo

Using NRT while smoking did not lead to serious health problems
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In summary, these trials have shown proof of con-
cept. People who would answer “no” to “do you want
to stop smoking now?” may be helped to stop over a
longer period by applying drugs formerly reserved
only for abrupt cessation. The contribution of the
behavioural support programme is unknown, and the
optimum advice to give people in reduction pro-
grammes is also unknown as these have not been
manipulated in comparative trials. The importance of
these trials is that they show that treating a population
of smokers not ready to stopmeansmore of them stop.
Therefore it is important to examine how nicotine
assisted reduction to stop can be incorporated into
tobacco control programmes.

Contributors:AFS designed and implemented the searches. DW, MC, and
PA extracted the data. DW and MC selected studies and did the meta-
analyses. DM supervised the project and is the guarantor. All authors
wrote the manuscript.
Funding:This work was funded by the UK Health Technology Assessment
Programme (National Institute for Health Research).
Competing interests:PA has accepted hospitality and money from McNeil
(Helsinborg, Sweden), which sponsored the trials in the report; he has not
received hospitality or money in relation to any nicotine assisted
reduction research.
Ethical approval: Not required.

1 West R. Smoking and smoking cessation in England, 2006.
Reference paper 4. 2008. http://aspsilverbackwebsites.co.uk/
smokinginengland/.

2 West R, Sohal T. “Catastrophic” pathways to smoking cessation:
findings from national survey. BMJ 2006;332:458-60.

3 Office for National Statistics. Smoking-related behaviour and
attitudes. 2008. www.statistics.gov.uk/downloads/theme_health/
Smoking2005.pdf.

4 Taylor T, Lader D, Bryant A, Keyse L, Joloza MT. Smoking-related
behaviour andattitudes, 2005. London:Office forNational Statistics,
2006.

5 Medicines and Healthcare Products Regulatory Agency, Committee
on Safety of Medicines: Report of the committee on safety of
medicines working group on nicotine replacement therapy. 2008.
www.mhra.gov.uk/home/idcplg?
IdcService=GET_FILE&dDocName=CON2023239&RevisionSelection
Method=LatestReleased.

6 Hughes JR, Carpenter MJ. Does smoking reduction increase future
cessation and decrease disease risk? A qualitative review. Nicotine
Tob Res 2006;8:739-49.

7 Stead LF, Lancaster T. Interventions to reduce harm from continued
tobacco use. Cochrane Database Syst Rev 2007;(3):CD005231.

8 Hughes JR, Keely JP, Niaura RS, Ossip-Klein DJ, Richmond RL,
Swan GE. Measures of abstinence in clinical trials: issues and
recommendations. Nicotine Tob Res 2003;5:13-25.

9 West R, Hajek P, Stead L, Stapleton J. Outcome criteria in smoking
cessation trials: proposal for a common standard. Addiction
2005;100:299-303.

10 Wang D, ConnockM, Barton P, Fry-Smith A, Aveyard P, Moore D. “Cut
down to quit”with nicotine replacement therapies in smoking
cessation: a systematic review of effectiveness and economic
analysis. Health Technol Assess 2008;12:1-135.

11 NHS Centre for Reviews and Dissemination. Undertaking systematic
reviews of research on effectiveness: CRD’s guidance for those
carrying out or commissioning reviews. 2nd ed. University of York,
Centre for Reviews and Dissemination, 2001.

12 Deeks JJ, Altman DG. Effect measures for meta-analysis of trials with
binary outcomes. In: Egger M, Davey Smith G, Altman DG, ed.
Systematic reviews in health care; meta-analysis in context. 2nd ed.
London: BMJ Books, 2001:313-35.

13 Silagy C, Lancaster T, Stead L, Mant D, Fowler G. Nicotine
replacement therapy for smoking cessation. [update in Cochrane
Database Syst Rev 2004;(3):CD000146; PMID: 15266423].
Cochrane Database Syst Rev 2002;(4).

14 Stapleton J. Cigarette smoking prevalence, cessation and relapse.
Stat Methods Med Res 1998;7:187-203.

15 Etter JF, Stapleton JA. Nicotine replacement therapy for long-term
smoking cessation: a meta-analysis. Tob Control 2006;15:280-5.

16 Kralikova E, Kozak J, Rasmussen T, Cort N. The clinical benefits of
NRT-supported smoking reduction. Nicotine Tob Res 2002;4:243.

17 Shiffman S, Hughes JR, Ferguson SG, Pillitteri JL, Gitchell JG,
Burton SL. Smokers’ interest in using nicotine replacement to aid
smoking reduction. Nicotine Tob Res 2007;9:1177-82.

18 Hughes JR, Keely JP, Fagerstrom KO, Callas PW. Intentions to quit
smoking change over short periods of time. Addict Behav
2005;30:653-62.

19 National Institute for Health and Clinical Excellence. NICE public
health guidance 10. Smoking cessation services in primary care,
pharmacies, local authorities and workplaces, particularly for
manual working groups, pregnant women and hard to reach
communities. 2008. www.nice.org.uk/nicemedia/pdf/
PH010guidance.pdf.

20 Fiore MC, Jaen CR, Baker TB, Bailey WC, Benowitz NL, Curry SJ, et al.
Treating tobacco use and dependence: 2008 update. Clinical
Practice Guideline. Rockville, MD: US Department of Health and
Human Services Public Health Service, 2008.

21 Levy DE, Thorndike AN, Biener L, Rigotti NA. Use of nicotine
replacement therapy to reduce or delay smoking but not to quit:
prevalence and association with subsequent cessation efforts. Tob
Control 2007;16:384-9.

Accepted: 14 January 2009

RESEARCH

BMJ | ONLINE FIRST | bmj.com page 9 of 9



Study Guide 
Session 4 

Reading and Determining the Validity of Review Articles 
Jessica Early, MD 

JEarly@challiance.org 
 
 
The aims of this session are to: 

1. Help you identify review articles that are more likely to be valid; and,  
2. Explain how to read the results of meta-analyses 

 
Specific Objectives: By completing the initial reading and participating in class, students 
should be able to: 

1. Differentiate synthesis and summary review articles 
2. List the components of a systematic review 
3. Use a worksheet to evaluate a systematic review for: 

a. The quality of the search and selection of evidence 
b. The quality of the included evidence 
c. Homogeneity of the results 
d. Evidence of publication bias 

4. Interpret a forest plot of a meta-analysis 
 
This study guide provides an outline of the concepts necessary to meet these objectives. It 
contains hyperlinks to short videos, web pages, or articles that explain the concepts in 
other ways or in greater detail. You can follow these hyperlinks if the explanations and 
examples I’ve given you are not sufficient to help you understand and to help you complete 
the readiness assessment test.  
 
 



What are review articles? 
 
Review articles summarize or analyze research previously published by others, rather than 
reporting new experimental results (although, as we will see, they also can report new 
data). They are often called “secondary literature” since they build on research literature, 
which is called “primary literature.”  
 
There are two main types of review articles. Summary reviews are the traditional type of 
review. They cover the full breadth of a particular topic, typically providing an overview of 
the disease etiology, diagnosis, prognosis, or management, and will usually address a 
number of questions. Experts usually write them. Book chapters are summary reviews. 
This type of review is useful and often fine for background questions. 
 
 

 Read Example of s summary review 
 
 
Synthesis reviews are systematic reviews, either with or without meta-analysis. Defining 
one or two specific questions, writers of systematic reviews carefully find all available 
evidence, evaluate its validity, and report their answer to the question. This type of review 
is useful when answering foreground questions. 
 
 

 Read Synthesis review example 
 
Meta-analysis is a statistical technique for combining the findings from independent 
studies. It can be performed following a systematic review, to treat the data from different 
studies as if they were from one large study, rather than simply counting the studies (“4 
studies say it works, 2 studies say it doesn’t, so I guess it works.”) 
 

 Read Meta-analysis example 
 

   Watch Meta-analysis (4:46) 
 
 

http://library.downstate.edu/EBM2/foreground.htm
http://www.nejm.org/doi/full/10.1056/NEJMra1210816
http://library.downstate.edu/EBM2/foreground.htm
http://www.bmj.com/content/346/bmj.e7492.pdf%2Bhtml
http://www.bmj.com/content/346/bmj.e7492.pdf%2Bhtml
http://bja.oxfordjournals.org/content/94/4/505.full.pdf+html
http://www.youtube.com/watch?v=7LyEbKsLtu8


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The Cochrane Collaboration 
 

 

The Cochrane Collaboration is an international network of 
more than 28,000 people from over 100 countries (The 
New England Cochrane Center is housed at Tufts in the 
Center for Clinical Evidence Synthesis. The group has 
produced over 5,000 systematic reviews using a process 
that is considered to be the gold standard for systematic 
review and meta-analysis. 

The logo for the Cochrane Collaboration is a forest plot 
(explained below) of the results of using corticosteroid 
treatment of pregnant women at risk of premature 
delivery. The use of this simple and inexpensive treatment 
decreases mortality in the newborns by 30% - 50%. It was 
not until publication of this meta-analysis in 1991 that 
maternity care physicians started using this treatment 
regularly, savings thousands of lives (more about the 
history of the Cochrane logo) 

 

http://www.cochrane.org/about-us
http://www.cochrane.org/sites/default/files/uploads/images/International%20Activity%20poster%202012.pdf
http://160.109.101.132/icrhps/research/cces/default.asp
http://www.cochrane.org/features/story-cochrane-logo


What are the issues with review articles? 
 
Typically, authors of summary reviews are experts in the area of the review. As such, the 
review writer usually makes little or no attempt to be systematic in the formulation of the 
question they are addressing, searching for evidence, or summarizing the evidence they 
consider. As a result, the information in summary reviews has to be taken at face value.*  
 
There are other issues with summary reviews: 
1) Misreferenced statements. The citation at the end of the sentence doesn’t support the 

statement. In some studies 
this has been as high as 40% 
of all citations. 

2) Information imposters: The 
article seems to convey 
information but uses wish-
washy phrase such as “may 
be effective” or “should be 
useful, leaving the reader 
unsure 

3) Missing information due to a 
lack of a literature search.  

4) Lagging recommendations. 
Recommendations in review 
articles may not be based on 
the best current evidence In 
an analysis of review articles 
of treatment of acute myocardial infarction, an average of 13 years passed between the 
time good evidence was available to support a treatment and the recommendation of 
that treatment for routine use in review articles. In review articles on the treatment of 
type 2 diabetes, most reviews did not accurately convey the results of a landmark study.  

5) Reliance on the expert’s knowledge rather than a systematic approach to evidence. The 
methodologic rigor of the review, in one study,† was inversely related to the self-rated 
clinical expertise of the review writer.  

 

                                                 
* I call these reviews, “trust me, I’m the expert” reviews. 
† Oxman AD, Guyatt GH. The science of reviewing research. Authority, superstition, and science. Ann NY Acad 
Sciences 1993;703:125-33. 

 Wishy-washy terms in a single article 

http://www.nceas.ucsb.edu/meta/Lau/Antman_et_al_1992_JAMA.pdf
http://www.bmj.com/highwire/filestream/374667/field_highwire_article_pdf/0/266
http://www.bmj.com/highwire/filestream/374667/field_highwire_article_pdf/0/266


Evaluating Review Articles for Relevance and Validity 
 
The goal of using this worksheet (jump to worksheet) is to quickly determine whether the 
review article is likely to present relevant and valid information. It allows determination, 
based on answers to the questions, whether the information is relevant to you, and 
whether the study design has sufficient rigor to apply the results to your patients.  
 
The questions focus on the study design issues described above. The first 6 questions 
address study “musts” – they ask about issues of relevance or validity that must be present 
if the study results are to be applied to clinical practice. The answers to these questions 
must be yes regardless of the answers to the rest of the questions.  
 
The goal of this worksheet is not to determine whether a study is “good” or “bad.” Instead, 
we will use it to determine whether the results reported by the study are likely to occur if 
we use the same approach in our patients. As a result, the information is either useful to us, 
or not.  
 
Step 1. How was relevant research identified? 
 
Were the methods used to locate relevant studies comprehensive and clearly stated? 
 
This question quickly separates summary reviews from synthesis reviews. The latter type 
of review will start by explaining how the authors assembled evidence for review.  
 
“A Medline search was performed,” is not an adequate explanation of a literature search. A 
Medline search will miss 30% - 50% of applicable controlled studies.  
 
Instead, the methods should include: 

1) A detailed explanation of the method used to search Medline, including search terms 
and strategies. 

2) Searching of at least two databases. If the review involves a treatment, the Cochrane 
Central Register of Controlled Trials must be one of the searched databases. Other 
databases include 

a. The Health Technology Assessment Database 
b. EMBASE 
c. LILACS (Latin American and Caribbean Health Sciences Literature) 
d. DARE, The Database of Abstracts of Reviews of Effectiveness 
e. Web of Science 
f. Scopus 
g. HerbMed for botanicals 
h. Clinical trial registries. Most journals require that a study protocol be 

registered before the study is started, and a registry can identify studies that 
may have been completed but not published.  

3) Unpublished and gray literature. 

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2541778/pdf/bmj00465-0048.pdf
http://handbook.cochrane.org/chapter_6/6_4_11_1_the_cochrane_highly_sensitive_search_strategies_for.htm
http://www.thecochranelibrary.com/view/0/AboutTheCochraneLibrary.html#CENTRAL
http://www.thecochranelibrary.com/view/0/AboutTheCochraneLibrary.html#CENTRAL
http://www.dimdi.de/static/en/db/dbinfo/inahta.htm
http://www.embase.com/info/what-embase
http://bases.bireme.br/cgi-bin/wxislind.exe/iah/online/?IsisScript=iah/iah.xis&base=LILACS&lang=i&form=F
http://www.crd.york.ac.uk/CRDWeb/AboutDare.asp
http://thomsonreuters.com/products_services/science/science_products/a-z/web_of_science/
http://www.info.sciverse.com/scopus/about
http://www.herbmed.org/
http://www.clinicaltrials.gov/
http://www.cochrane.org/handbook/6218-grey-literature-databases


a. Results of studies may be published in meeting abstracts and, especially if a 
negative study, may not be published in a journal. The authors should look at 
the appropriate meeting abstracts for relevant research. 

b. Not all research is published in journals but may be in government or other 
database.  

4) Reference lists of identified articles. Since researchers will reference previous 
research in their own research descriptions, bibliographies are useful to find 
additional research.   

 
Did they clearly outline study inclusion criteria that generalize to my practice? 
 
The researchers should explain how they decided on which articles to include and exclude 
from their analysis. The included studies should include patients similar to patients in your 
care. For example, a meta-analysis of the effect of blood glucose control in intensive care 
surgical patients may not apply to patients on a medical ward.  
 
Was the study selection independently performed by at least two investigators? 
 
The literature search and article selection project should be performed by two researchers 
and their results compared.  
 
Step 2. How valid was the identified research? 
 
Garbage in = garbage out. There are several steps researchers must take to evaluate the 
research they have found: 
 
a. Did the authors perform a validity assessment of the studies using appropriate 
criteria? 
 
The assessment should be similar to those discussed for evaluating research regarding a 
therapy or diagnostic test.  
 
b. Was the assessment independently performed by at least two investigators? 
 
As mentioned above, the results should be compared and differences resolved, usually 
through discussion or by adjudication by a third researcher.  
 
c. Were the included studies reasonably valid?  
 
If not, how did the authors handle it? One option, which should be decided before the 
analysis is undertaken, is to include only studies of s certain quality level. A second 
approach is to separately analyze studies of high quality and low quality.  
 



Step 3: Analyzing the data. Is it reasonable to combine these studies? 
 

a. Were the included studies statistically homogenous? 
 
Studies, conducted at different times, on different populations, with slight differences in 
design, will not produce the same results. The variability among studies’ results is termed 
heterogeneity. Statistical heterogeneity occurs when the difference among study results is 
greater than chance alone.  
 
Researchers will report evidence of heterogeneity (or lack thereof) in a couple ways: 
 

1. Chi-squared test. Heterogeneity will produce a p-value <.05. Therefore, a higher p-
value (e.g., > .05) is evidence of homogeneity  

2. Degree of inconsistency (I2):  
a.  0% to 40%: might not be important; 
b. 30% to 60%: may represent moderate heterogeneity; 
c. 50% to 75%: may represent substantial heterogeneity; 
d. 75% to 100%: considerable heterogeneity. 

3. Below we will discuss a visual method of identifying heterogeneity. 
 

b. If the results were heterogenous, is there a reasonable explanation? 
 
Authors should try to identify a reason for the heterogeneity. It may be different study 
populations, study quality, etc.  
 

 
 
c. Were the populations, interventions, outcomes, and outcome measurements combined in a 
way that makes intuitive sense? 
 
We often call this the “apples and oranges” issue. Meta-analysis only makes sense when 
combining results in a way that makes sense. A recent meta-analysis combined all “alternative 
medicine” approaches to treatment of a specific illness into a single analysis, which does not 
make intuitive sense.  

A meta-analysis compared administering 
an asthma drug by two different 
methods. The analysis found significant 
heterogeneity among the studies. The 
authors reasoned that the two methods 
might work differently in adults than in 
children. When they separated the 
results by age (children vs. adults), the 
heterogeneity was removed. The two 
administration methods were found to be 
equivalent in adults but not in children. 



 
d. Could publication bias have occurred?  
 
Publication bias is the likelihood that negative results, i.e., studies that do not show a 
difference or benefit of a treatment, are less likely to be published. 
 
Why? 

1. Journal editors and journal reviewers are less interested in studies that “don’t show 
anything.” 

2. A study is small, or smaller than previously published studies, and the results will 
not be interesting to readers. 

3. Pharmaceutical companies suppress publication of research they paid for that isn’t 
flattering (see TED talk, below, and a fascinating report of an example here). 

4. Researchers do not submit research for publication because they know about #1. 
 

So what? 
 
Since publication bias favors publication of research showing a benefit, a meta-analysis 
combining on published studies could inflate the real benefit of an intervention.  
 
How to detect? 
 
Researchers conducting meta-analysis can analyze the data to determine whether the risk 
of publication bias is high.  
 
Statistically, different results from studies of the same topic should form a normal 
distribution (Gaussian curve) around the average calculated from those studies. That is, 
some results from individual studies should be below the mean, and some should be above. 
Also, the smaller the study, the greater the inherent variability of the data and the more 
likely the study is farther away from the mean.  
 
A funnel plot compares the effect size in different studies with some measure of the 
variability of the data from each study. The example below compares the effect size as 
measured by odds ratio with the standard error (SE). Sample size is often used. Studies 
with small standard error cluster near the mean and studies with a larger SE are farther 
away. A “funnel” formed by the data that is balanced on both sides of the mean shows there 
was no publication bias. In the example that follows, the funnel is missing data at the 
bottom, left side, which is indicative of publication bias. Statistics can also be used to 
determine whether publication bias is likely. 
 
 
 

http://www.astrocyte-design.com/pharmaceutical/betty-dong.html


 
 

 Watch TED Talk on the Effect of Publication Bias and Evidence Suppression (13:29) 
 

 Animation explaining publication bias (3:02)  
 

 

No studies in this 
area indicate 
publication bias 

http://www.youtube.com/watch?v=RKmxL8VYy0M
http://www.youtube.com/watch?v=8-PzD26Wl4g&feature=player_embedded


Interpreting the Box – Understanding the forest plot 
 
The results of a meta-analysis are reported in a complex figure called a forest plot. It 
graphically illustrates the data from individual studies, their relative strength, and how the 
studies combine into a single result. The results of studies are reported in rows of numbers 
and graphically using a combination of boxes representing the result and horizontal lines 
representing the confidence intervals around the result. The resulting “forest of lines” is 
where the graph gets its name.  
 

  Read “Interpreting and Understanding Meta-Analysis Graphs”  
 
 
A typical presentation from a meta-analysis in a forest plot: 
 
 
 
 
 
 
 
 
 

 
 
 

Studies, 
by author 
and year 

Events rate for 
each group 

The relative contribution 
(weight) of each study to 
the overall estimate 

Outcome and 
confidence 
interval 

Test of 
heterogeneity 

Summary 
statistic 

http://www.racgp.org.au/afp/200608/20060805ried.pdf


 
 
 

  

Each study’s relative risk is presented as a box and 
horizontal line. 
• The box represents the relative risk and its size 

conveys the relative weight of that study. 
• The horizontal bars represent the confidence 

interval for that study. 
• The diamond at the bottom is the result for the 

combined study results, with the horizontal 
points representing the confidence interval.  

 
Interpretation: 
• Study results with horizontal bars (confidence 

intervals) crossing the solid vertical line are not 
statistically significant.  

• The vertical dashed line shows the 
relationship of combined result to the results 
for each study (heterogeneity). For this plot, 
there is little difference between the combined 
result and any of the individual studies. 

Note that this is a log scale 
and differences get rapidly 
larger as the result moves 
from 1. 



Jump to instructions 

Evaluating the Usefulness of Review Articles 
 
Determine Validity    

 
A. Finding the studies? 
• Were the methods used to locate relevant studies comprehensive and clearly stated? .. Yes No   
• Did they clearly outline study inclusion criteria that generalize to my practice? ........... Yes No  
• Was the study selection independently performed by at least two investigators?  ......... Yes No  

 
E. Validity: Was the validity of the original studies appropriately assessed?    
• Were the validity criteria appropriate?  ........................................................................ Yes No  
• Was the assessment independently performed by at least two investigators? ............... Yes No  
• How were the validity determinations used? 

• If studies were excluded, were the criteria reasonable? ........................................ Yes No 
• If all studies were included, did the authors perform a subanalysis 
 based on study quality or sufficiently explain the influence?  .............................. Yes No 
 

F. Analyzing the Data: Is it reasonable to combine these studies?    
• Were the studies reasonably valid?  .............................................................................. Yes No  
• Were the included studies statistically homogenous? If not, did they provide  

an adequate explanation to account for the heterogeneity?  ........................................... Yes No 
• Were the populations, interventions, outcomes, and outcome measurements 
 combined in a way that makes intuitive sense?  ............................................................ Yes No 
• Could publication bias have occurred?  ........................................................................ Yes No 
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Updated Guidelines for Using Interferon Gamma Release 
Assays to Detect Mycobacterium tuberculosis Infection — 

United States, 2010
Prepared by

Gerald H. Mazurek, MD, John Jereb, MD, Andrew Vernon, MD, Phillip LoBue, MD, Stefan Goldberg, MD, Kenneth Castro, MD
Division of Tuberculosis Elimination, National Center for HIV, STD, and TB Prevention, CDC

Summary

In 2005, CDC published guidelines for using the QuantiFERON-TB Gold test (QFT-G) (Cellestis Limited, Carnegie, Victoria, 
Australia) (CDC. Guidelines for using the QuantiFERON-TB Gold test for detecting Mycobacterium tuberculosis infection, 
United States. MMWR;54[No. RR-15]:49–55). Subsequently, two new interferon gamma (IFN- γ) release assays (IGRAs) were 
approved by the Food and Drug Administration (FDA) as aids in diagnosing M. tuberculosis infection, both latent infection and 
infection manifesting as active tuberculosis. These tests are the QuantiFERON-TB Gold In-Tube test (QFT-GIT) (Cellestis Limited, 
Carnegie, Victoria, Australia) and the T-SPOT.TB test (T-Spot) (Oxford Immunotec Limited, Abingdon, United Kingdom). The 
antigens, methods, and interpretation criteria for these assays differ from those for IGRAs approved previously by FDA.

 For assistance in developing recommendations related to IGRA use, CDC convened a group of experts to review the scientific 
evidence and provide opinions regarding use of IGRAs. Data submitted to FDA, published reports, and expert opinion related 
to IGRAs were used in preparing these guidelines. Results of studies examining sensitivity, specificity, and agreement for IGRAs 
and TST vary with respect to which test is better. Although data on the accuracy of IGRAs and their ability to predict subsequent 
active tuberculosis are limited, to date, no major deficiencies have been reported in studies involving various populations.

This report provides guidance to U.S. public health officials, health-care providers, and laboratory workers for use of FDA-
approved IGRAs in the diagnosis of M. tuberculosis infection in adults and children. In brief, TSTs and IGRAs (QFT-G, QFT-
GIT, and T-Spot) may be used as aids in diagnosing M. tuberculosis infection. They may be used for surveillance purposes and to 
identify persons likely to benefit from treatment. Multiple additional recommendations are provided that address quality control, 
test selection, and medical management after testing.

Although substantial progress has been made in documenting the utility of IGRAs, additional research is needed that focuses 
on the value and limitations of IGRAs in situations of importance to medical care or tuberculosis control. Specific areas needing 
additional research are listed.

The material in this report originated in the National Center for HIV, 
STD, and TB Prevention, Kevin Fenton, MD, PhD, Director; and 
the Division of Tuberculosis Elimination, Kenneth G. Castro, MD, 
Director.
Corresponding preparer: Gerald H. Mazurek, MD, Division of 
Tuberculosis Elimination, National Center for HIV, STD, and TB 
Prevention, CDC, 1600 Clifton Rd., N.E., MS E-10, Atlanta, GA 
30333. Telephone: 404-639-8174; Fax: 404-639-8961; E-mail: 
gym6@cdc.gov.

Introduction
Before 2001, the tuberculin skin test (TST) was the only 

practical and commercially available immunologic test for 
Mycobacterium tuberculosis infection approved in the United 
States (1). Recognition that interferon gamma (IFN-γ) plays 
a critical role in regulating cell-mediated immune responses 
to M. tuberculosis infection led to development of interferon 
gamma release assays (IGRAs) for the detection of M. tuberculo-
sis infection (2–4). IGRAs detect sensitization to M. tuberculosis 

by measuring IFN-γ release in response to antigens representing  
M. tuberculosis. In 2001, the QuantiFERON-TB test (QFT) 
(Cellestis Limited, Carnegie, Victoria, Australia) became the 
first IGRA approved by the Food and Drug Administration 
(FDA) as an aid for diagnosing M. tuberculosis infection (5,6). 
In 2005, the QuantiFERON-TB Gold test (QFT-G) (Cellestis 
Limited, Carnegie, Victoria, Australia) became the second 
IGRA approved by FDA as an aid for diagnosing M. tuberculosis 
infection (7,8). CDC published guidelines for using QFT in 
2003 and for using QFT-G in 2005 (6,8).

Updated IGRA guidelines are needed because since 2005, 
two new IGRAs have been approved by FDA, and several 
hundred peer-reviewed articles describing clinical studies of 
IGRAs have been published. This report provides updated 
guidance to U.S. public health officials, health-care providers, 
and laboratory workers for use of FDA-approved IGRAs in the 
diagnosis of M. tuberculosis infection in adults and children.
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Methods for Updating IGRA 
Guidelines

CDC identified relevant reports published through August 
2008 by searching PubMed for articles written in English that 
listed “tuberculosis” as the major MeSH topic and that included 
either “QuantiFERON” or “T-Spot” in the title or abstract. 
CDC identified additional published reports by contacting 
test manufacturers and examining references listed in retrieved 
articles. These search methods identified 152 potentially rel-
evant articles. CDC reviewed the methods used in each study 
to select 96 primary reports that provided data related to 1) 
sensitivity or specificity of QFT-GIT or T-Spot; 2) agreement 
of QFT-GIT and T-Spot results with each other or with TST 
results; 3) association of QFT-GIT or T-Spot results with risk 
for M. tuberculosis infection or subsequent active tuberculosis; 
or 4) evaluation of QFT-GIT or T-Spot use in contact investi-
gations, immunocompromised persons, or children. 

During August 4–5, 2008, CDC convened a meeting 
in Atlanta, Georgia, to consider the use of QFT-GIT and 
T-Spot in U.S. tuberculosis-control activities. At this meeting, 
tabulated study results, descriptive summaries, explanations 
by study authors, and commentaries from test manufacturers 
were presented to an Expert Committee* comprising tuber-
culosis-control officials, clinicians, laboratorians, and leading 
researchers with IGRA expertise, together with representa-
tives of the American Academy of Pediatrics, the American 
Thoracic Society, the Advisory Council for the Elimination of 
Tuberculosis, the Association of Public Health Laboratories, 
CDC, FDA, the Infectious Disease Society of America, the 
National Tuberculosis Controllers Association, Stop TB USA, 
the U.S. Army, the U.S. Air Force, and the Veterans Health 
Administration. Data from most of the 96 primary reports used 
by CDC as the evidence on which these guidelines are based 
were available for review by the expert committee either as pub-
lished articles or articles accepted for publication. CDC asked 
members of the Expert Committee to provide written opinions 
regarding how FDA-approved IGRAs should be used.

CDC used the published reports, data submitted to FDA, the 
product package inserts, and expert opinion related to QFT-
GIT and T-Spot to prepare these guidelines. CDC coordinated 
development of these guidelines with the American Academy 
of Pediatrics, the American Thoracic Society, and the Infectious 
Disease Society of America.

Background
the Epidemiology of tuberculosis and 
M. tuberculosis Infection

Globally, nine million persons develop active disease attrib-
utable to M. tuberculosis infection annually, and one third 
of the world’s population, approximately 2 billion persons, 
are thought to be latently infected with M. tuberculosis (9). 
Although persons with latent M. tuberculosis infection (LTBI) 
do not manifest overt symptoms of active tuberculosis and 
are not infectious, they are at increased risk for developing 
active disease and becoming infectious. Approximately two 
million persons die each year from active tuberculosis despite 
the existence of effective treatments for both latent infection 
and active disease. 

The prevalence of active tuberculosis in the United States has 
declined from 6.2 cases per 100,000 persons in 1998 to 4.2 
cases per 100,000 persons in 2008 (10). During 1998–2007, 
of the 153,555 persons in the United States who had received a 
diagnosis of active tuberculosis, 3,708 (2.4%) died before treat-
ment for active tuberculosis was started, and 10,777 (7.0%) 
died after starting treatment but before treatment was com-
pleted (CDC, unpublished data, 2008). A TST survey in 2000 
indicated that an estimated 11,213,000 U.S. residents (4.2% 
of the civilian, noninstitutionalized U.S. population aged >1 
year) had LTBI, representing a 60% decline from 1972 (11). 
However, the declines were not uniform among all segments 
of the U.S. population, and rates of M. tuberculosis infection 
and active tuberculosis vary considerably. Categorization of 
the risk for infection (Box 1) and for progression to active 
disease (Box 2) facilitates targeted testing and selection of those 
persons likely to benefit from treatment for latent infection 
(12). Identification of persons who are at increased risk for a 
poor clinical outcome (e.g., meningitis, disseminated disease, 
or death) if active tuberculosis occurs (Box 2) is an important 
component of targeted testing and treatment. U.S. residents 
with none of the recognized risk characteristics are considered 
to be at low risk for both infection and disease from M. tuber-
culosis. The prevalence of M. tuberculosis infection among such 
persons is estimated to be ≤1% (11).

Development of Interferon Gamma 
Release Assays (IGRAs) and 
Interpretation Criteria

TSTs have been used worldwide for more than a century as an 
aid in diagnosing both LTBI and active tuberculosis. A positive 
TST result is associated with an increased risk for current or 
future active tuberculosis (13–16). However, certain limitations 

* The names of the members of the IGRA Expert Committee and the IGRA 
Expert Committee presenters appear on page 25 of this report.
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are associated with the use of TSTs. A valid TST requires proper 
administration by the Mantoux method with intradermal injec-
tion of 0.1mL of tuberculin-purified protein derivative (PPD) 
into the volar surface of the forearm. In addition, patients must 
return to a health-care provider for test reading, and inaccura-
cies and bias exist in reading the test. Also, false-positive TSTs 
can result from contact with nontuberculous mycobacteria or 
vaccination with Bacille Calmette-Guerin (BCG), because the 
TST test material (PPD) contains antigens that are also in BCG 
and certain nontuberculous mycobacteria (13,17,18).

In 2001, QFT became the first IGRA approved by FDA 
as an aid for diagnosing M. tuberculosis infection (5,6). This 
test used an enzyme-linked immunosorbent assay (ELISA) to 
measure the amount of IFN-γ released in response to PPD 
compared with controls. CDC issued guidelines on the use 
of QFT in 2003 (6). However, QFT specificity was less than 
that of TST despite the use of M. avium antigen as a control 
for nontuberculous mycobacterial sensitization and saline as 

a negative control (19). QFT has not been available commer-
cially since 2005.

To improve specificity, new IGRAs were developed. These 
IGRAs assess response to synthetic overlapping peptides that 
represent specific M. tuberculosis proteins, such as early secre-
tory antigenic target-6 (ESAT-6) and culture filtrate protein 10 
(CFP-10). These proteins are present in all M. tuberculosis and 
they stimulate measurable release of IFN-γ in most infected 
persons, but they are absent from BCG vaccine strains and 
from most nontuberculous mycobacteria (20). Thus, as test 
antigens, these proteins offer improved test specificity com-

BOX 1. Risk factors for Mycobacterium tuberculosis 
infection

Persons at increased risk* for M. tuberculosis infection
close contacts of persons known or suspected to •	
have active tuberculosis; 
foreign-born persons from areas that have a high •	
incidence of active tuberculosis (e.g., Africa, Asia, 
Eastern Europe, Latin America, and Russia);
persons who visit areas with a high prevalence of •	
active tuberculosis, especially if visits are frequent 
or prolonged;
residents and employees of congregate settings •	
whose clients are at increased risk for active tuber-
culosis (e.g., correctional facilities, long-term care 
facilities, and homeless shelters);
health-care workers who serve clients who are at •	
increased risk for active tuberculosis;
populations defined locally as having an increased •	
incidence of latent M. tuberculosis infection or 
active tuberculosis, possibly including medically 
underserved, low-income populations, or persons 
who abuse drugs or alcohol; and
infants, children, and adolescents exposed •	
to adults who are at increased risk for latent 
M. tuberculosis infection or active tuberculosis.

Source: Based on CDC. Targeted tuberculin testing and treatment of 
latent tuberculosis infection. MMWR 2000;49(No. RR-6).
* Persons with these characteristics have an increased risk for M. tuberculosis 

infection compared with persons without these characteristics.

BOX 2. Risk factors for progression of infection to active 
tuberculosis

Persons at increased risk* for progression of infection to 
active tuberculosis include

persons with human immunodeficiency virus •	
(HIV) infection;†
infants and children aged <5 years;•	 †

persons who are receiving immunosuppressive •	
therapy such as tumor necrosis factor–alpha 
(TNF-α) antagonists, systemic corticosteroids 
equivalent to ≥15 mg of prednisone per day, or 
immune suppressive drug therapy following organ 
transplantation;†
persons who were recently infected with •	 M. tuber-
culosis (within the past 2 years);
persons with a history of untreated or inadequately •	
treated active tuberculosis, including persons with 
fibrotic changes on chest radiograph consistent with 
prior active tuberculosis;
persons with silicosis, diabetes mellitus, chronic •	
renal failure, leukemia, lymphoma, or cancer of the 
head, neck, or lung;
persons who have had a gastrectomy or jejunoileal •	
bypass;
persons who weigh <90% of their ideal body weight;•	
cigarette smokers and persons who abuse drugs or •	
alcohol; and
populations defined locally as having an increased •	
incidence of active tuberculosis, possibly including 
medically underserved or low-income populations

Source: Based on CDC. Targeted tuberculin testing and treatment of 
latent tuberculosis infection. MMWR 2000;49(No. RR-6).
* Persons with these characteristics have an increased risk for progression 

of infection to active tuberculosis compared with persons without these 
characteristics.

† Indicates persons at increased risk for a poor outcome (e.g., meningitis, 
disseminated disease, or death) if active tuberculosis occurs.
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pared with PPD. However, ESAT-6 and CFP-10 are present 
in M. kansasii, M. szulgai, and M. marinum, and sensitization 
to these organisms might contribute to the release of IFN-γ 
in response to these antigens and cause false-positive IGRA 
results. Because ESAT-6 and CFP-10 are recognized by fewer 
T lymphocytes and stimulate less IFN-γ release compared 
with PPD, a more sensitive ELISA than was used for QFT is 
required to measure IFN-γ concentrations and responses to 
ESAT 6 and CFP-10. 

In 2005, the QuantiFERON-TB Gold test (QFT-G) (Cellestis 
Limited, Carnegie, Victoria, Australia) became the second IGRA 
approved by FDA as an aid for diagnosing M. tuberculosis infec-
tion (7,8). It assesses the immunologic responsiveness of tested 
patients to ESAT-6 and CFP-10. For QFT-G, separate aliquots 
of fresh whole blood are incubated with controls and with two 
separate mixtures of peptides, one representing ESAT-6 and the 
other representing CFP-10. The amount of IFN-γ released in 
response to ESAT-6 or CFP-10 (i.e., the ESAT-6 Response or 
the CFP-10 Response) is calculated as the difference in IFN-γ 
concentration in plasma from blood stimulated with antigen 
minus the IFN-γ concentration in plasma from blood incubated 
with saline (i.e., Nil). For QFT-G, the TB Response is the higher 
of the ESAT-6 Response or the CFP-10 Response. A stipulation 
for FDA approval was inclusion of interpretation criteria that 
addressed the potential for false-positive results accompanying 
high Nil values (i.e., >0.7 IU/ml). 

In 2005, CDC issued guidelines for using QFT-G (8), but 
the criteria that addressed interpretation when Nil values 
are high were subsequently revised (Table 1) (21). The 2005 
QFT-G guidelines indicated that QFT-G may be used in all 
circumstances in which a TST was recommended, including 
contact investigations, evaluation of recent immigrants, and 
serial-testing surveillance programs for infection control (e.g., 
those for health-care workers) (8). The guidelines provided 
cautions for testing persons from selected populations, includ-
ing persons at increased risk for progression to active disease 
if infected.

For IGRAs to measure IFN-γ response accurately, a fresh 
blood specimen that contains viable white blood cells is needed. 
This requirement limited the use of early IGRAs to facilities in 
which trained laboratorians could begin testing blood within 
a few hours of its collection. The QuantiFERON-TB Gold 
In-Tube test (QFT-GIT) (Cellestis Limited, Carnegie, Victoria, 
Australia) was developed to address this limitation. In October 
2007, QFT-GIT became the third IGRA approved by FDA as 
an aid for diagnosing M. tuberculosis infection (22). Control 
materials and antigens for QFT-GIT are contained in special 
tubes used to collect blood for the test, thus allowing more 
direct testing of fresh blood. One tube contains test antigens 
that consist of a single mixture of 14 peptides representing 

the entire amino acid sequences of ESAT-6 and CFP-10 and 
part of the sequence of TB7.7. The two accompanying tubes 
serve as negative and positive controls: the negative-control 
tube contains heparin alone, and the positive-control tube 
contains heparin, dextrose, and phytohemaglutinin. Blood (1 
ml) is collected into each of the three tubes, mixed with the 
reagents already in the tubes, and incubated for 16–24 hours. 
Plasma is separated, and the IFN-γ concentration in the plasma 
is determined using the same sensitive ELISA used for QFT-G. 
To interpret QFT-GIT as approved by the FDA (Table 2), the 
TB Response is calculated as the difference in IFN-γ concentra-
tion in plasma from blood stimulated with antigen (i.e., the 
single cocktail of peptides representing ESAT-6, CFP-10, and 
TB7.7) minus the IFN-γ concentration in plasma from blood 
incubated without antigen (i.e., Nil). 

QFT-GIT was evaluated in the United States and used in 
other countries prior to FDA approval in 2007, and users of 
the test promulgated a variety of interpretation criteria. Some 
published reports used criteria for QFT-GIT that were similar 
to those being used for QFT-G. As compared with FDA-
approved QFT-G interpretation criteria (Table 1), the FDA 
criteria approved for QFT-GIT in 2007 (Table 2) interpret 
tests with a Nil of 0.7–8.0 and a TB Response of 25%–50% 
of Nil as positive rather than as indeterminate. Also, tests with 
a Nil of 0.7–8.0 and a TB Response that is <25% of Nil are 
interpreted as negative, whereas for QFT-G they are interpreted 
as indeterminate.

In July 2008, T-Spot became the fourth IGRA to be approved 
by FDA (23). For this test, peripheral blood mononuclear 
cells (PBMCs) are incubated with control materials and two 
mixtures of peptides, one representing the entire amino acid 
sequence of ESAT-6 and the other representing the entire 
amino acid sequence of CFP-10. The test uses an enzyme-
linked immunospot assay (ELISpot) to detect increases in 
the number of cells that secrete IFN-γ (represented as spots 
in each test well) after stimulation with antigen as compared 
to the media control (Nil). The T-Spot interpretation criteria 
approved by FDA for use in the United States (24) differ 
from those used in other countries (25). Also, the majority 
of published studies evaluating T-Spot have used criteria that 
differ from those approved by FDA. The 2008 FDA-approved 
interpretation criteria for T-Spot (Table 3) included a border-
line interpretation for a TB Response equal to five, six, or seven 
spots. Use of a borderline category might address test variation 
and uncertainty for results near a dichotomous cut point. This 
might increase the assay’s apparent specificity and sensitivity 
by minimizing false-positive and false-negative results near 
a dichotomous cut point. In addition, through the use of a 
borderline category, test conversions from negative to positive 
are more likely to represent a newly acquired infection.
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FDA-Approved Intended Use 
for IGRAs

FDA has approved both QFT-GIT and T-Spot as in vitro 
diagnostic aids for detection of M. tuberculosis infection 
(22,23). Both tests are approved as indirect tests for M. tuber-
culosis infection (including infection resulting in active disease) 
when used in conjunction with risk assessment, radiography, 
and other medical and diagnostic evaluations. The FDA-
approved indications for QFT-GIT and T-Spot are similar to 
indications for QFT-G and TST using either Tubersol PPD 
(Sanofi Pasteur Ltd., Toronto, Ontario, Canada) or Aplisol 
PPD (JHP Pharmaceuticals, LLC, Rochester, Michigan). 
Because QFT-G, QFT-GIT, T-Spot, and TST each measure 
different aspects of the immune response and use different 
antigens and interpretation criteria, test results might not be 
interchangeable. Different tests can yield different results.

Assessment of QFt-GIt and t-Spot 
Accuracy, Specificity, and Sensitivity
Limitations in Assessing Accuracy

Assessments of accuracy of tests for M. tuberculosis infection 
are hampered by the lack of confirmatory tests to diagnose 
LTBI and culture-negative active tuberculosis. Accuracy is a 
measure of the proportion of test results that are correct and 
encompasses assessment of specificity (the proportion of true 
negatives that have negative test results) and sensitivity (the 
proportion of true positives that have positive test results). 
Assessments of accuracy of tests for M. tuberculosis infection are 
difficult because there is no “gold standard” to confirm a diag-
nosis of LTBI or culture-negative active tuberculosis. However, 
approximations of accuracy, sensitivity, and specificity can be 
made by testing populations with known characteristics. For 
example, to assess the sensitivity of IGRAs, researchers can 
observe the proportion of positive IGRA results among persons 
with culture-confirmed active tuberculosis, a group for whom 
the IGRA should be positive (i.e., true positives). Likewise, 
to assess the specificity of IGRAs, researchers can observe the 
proportion of negative IGRA tests among persons who are 
very unlikely to have M. tuberculosis infection (i.e., assumed 
negatives). Researchers also can characterize factors associated 
with discordance between different tests or conduct follow-up 
studies to determine the subsequent rate of active tuberculosis 
for persons with positive or negative IGRA results. However, 
although sensitivity and specificity are inherent character-
istics of the tests, with no “gold standard,” estimates of test 
performance might fluctuate as a result of differences in the 
study population and the rate of diagnostic misclassification 
(e.g., as a result of differences in prevalence M. tuberculosis 

and nontuberculous mycobacterial infection, malnutrition, 
and immune suppression). In addition, because TSTs and 
IGRAs are indirect tests that measure immunologic responses 
and are not direct tests that detect the causative organism or 
components of the organism, assessments of sensitivity among 
persons with culture-confirmed active tuberculosis might not 
provide reliable estimates of sensitivity for LTBI. Immunologic 
differences that allow progression of infection to disease might 
affect immunologic test results. In addition, treatment can alter 
immunologic responses and might alter test results. Estimates 
of specificity among low-risk populations might underestimate 
specificity because some persons might have infection resulting 
from unrecognized exposure.

Assessment of test accuracy is complicated further by the use of 
different test methods and interpretation criteria for TST, QFT-
GIT, and T-Spot in published reports. Most published reports 
evaluating QFT-GIT or T-Spot accuracy (26–53) (Tables 4–7) 
have used interpretation criteria different from those approved 
by FDA. Also, in published studies in which IGRA results have 
been compared with TST results (27,28,31–41,43–45,49,50), 
the TST antigens and cut points in indurations used to separate 
negative and positive results differed. In addition, for evaluations 
of QFT-GIT, some investigators used methods that did not 
include a positive control for QFT-GIT (28,30), in contrast to 
the methods approved by FDA. Inclusion of a positive control 
increases estimates of sensitivity by excluding indeterminate 
results with low Mitogen Responses, which otherwise might 
be interpreted as negative. For example, if blood samples are 
processed improperly to the point that they lose the ability to 
produce IFN-γ and a positive control is not used, the IGRA 
results for these samples will be interpreted as negative. With a 
positive control, they will be interpreted as indeterminate and 
not be included in the calculations of sensitivity (i.e., they will 
be removed from the denominator). This is similar to excluding 
persons who do not return to have their TST read from estimates 
of TST sensitivity. 

Incorporation of a borderline category for the T-Spot as 
approved by FDA (Table 3) increases test accuracy by clas-
sifying results near the cut point (at which small variations 
might affect the interpretation) as neither positive or negative. 
Although not included in FDA-approved interpretation criteria 
for QFT-GIT (Table 2), an appropriate borderline category 
for QFT-GIT might increase its accuracy for the same reasons. 
Another tactic for improving detection sensitivity is to use 
any positive result from multiple tests, as is done with culture 
or nucleic acid amplification tests. Interpreting any positive 
result from multiple tests as evidence of infection typically 
increases detection sensitivity and decreases specificity. On the 
other hand, requiring positive results from two or more tests 



6 MMWR June 25, 2010

typically has the opposite effect (i.e., decreasing sensitivity and 
increasing specificity).

Estimates of Sensitivity
 Estimates of QFT-GIT and T-Spot sensitivity have varied 

widely in published studies (Tables 4 and 5), which have 
involved predominantly adults with culture-confirmed active 
tuberculosis. In general, QFT-GIT and T-Spot sensitivities 
are considered similar to those for TST. However, caution is 
required when comparing test sensitivity from these studies 
because 1) some cohorts were not limited to subjects with 
microbiologically confirmed active tuberculosis (and in real-
ity might not have had active tuberculosis); 2) in the majority 
of studies, head-to-head comparisons of IGRAs were not 
performed in the same subjects; and 3) test methods and 
interpretation criteria used in reported studies often differed 
from those approved by FDA. 

 When data from published studies related to QFT-GIT 
sensitivity in patients with culture-confirmed active tuberculosis 
(26–30,32,33,35,37–39) were pooled (Table 4) and sensitivity 
was determined as the number of subjects with positive QFT-
GIT results divided by the number with positive or negative 
results, pooled QFT-GIT sensitivity was 81%, compared with 
70% reported by a study that estimated sensitivity on the basis 
of a meta-analysis (54). In studies that compared the sensitivity 
of QFT-GIT to that of TST in patients with culture-confirmed 
active tuberculosis (27,28,32,33,35,37–39), pooled QFT-GIT 
sensitivity was 83% and pooled TST sensitivity was 89%. In 
the 11 studies that compared QFT-GIT and TST in patients in 
whom active tuberculosis (not necessarily culture-confirmed) was 
diagnosed, six studies (28,32,34,37–39) demonstrated no statis-
tically significant difference between the two tests, three studies 
(27,31,33) demonstrated greater sensitivity for TST, and two 
studies (35,36) demonstrated greater sensitivity for QFT-GIT. 

When data from published studies related to T-Spot sensi-
tivity in patients with culture-confirmed active tuberculosis 
(28,33,38,42,46,48,50–52) were pooled (Table 5), and sensi-
tivity was determined as the number of subjects with positive 
T-Spot results divided by the number with positive or negative 
results, pooled T-Spot sensitivity was 91%. In studies that 
compared the sensitivity of T-Spot to that of TST in patients 
with culture-confirmed tuberculosis (28,33,38,39,50), pooled 
T-Spot sensitivity was 90% and TST sensitivity was 89%. In 
the 12 studies that compared T-Spot and TST sensitivity in 
patients diagnosed with active tuberculosis (not necessarily cul-
ture-confirmed), nine demonstrated no statistically significant 
difference in the two tests (28,31,33,38,39,43,44,49,50), and 
three demonstrated greater sensitivity for T-Spot (39,40,44).

In three published studies that evaluated TST, QFT-GIT, and 
T-Spot (28,33,39), pooled sensitivity for TST, T-Spot, and QFT-

GIT were 95%, 91%, and 84%, respectively. The largest of these 
studies was conducted in Singapore and involved more than 270 
persons with culture-confirmed active tuberculosis (33). In that 
study, the estimates of sensitivity of T-Spot and of TST (using a 
10-mm cutoff) were similar (94% and 95% respectively; p=0.84), 
and significantly greater than QFT-GIT (83%; p<0.01).

Estimates of Specificity
QFT-GIT and T-Spot are expected to be more specific than a 

TST because the antigens used in these tests are relatively specific 
to M. tuberculosis and should produce fewer false-positive tests 
(i.e., they should not produce cross-reactions after sensitization 
by BCG and most nontuberculous mycobacteria, such as M. 
avium complex). Estimates of QFT-GIT and T-Spot specificity 
in tested populations considered to be at low risk for M. tuber-
culosis infection generally are high (Tables 6 and 7). Caution is 
required when estimating and comparing test specificity from 
these studies because 1) the background risk for infection 
varied among studies, 2) the test methods and interpretation 
criteria used in the studies often differed from those approved 
by FDA, and 3) some persons classified as false positives might 
have infection resulting from unrecognized risk. Most studies 
comparing the specificity of QFT-GIT or T-Spot with TST 
have been conducted outside the United States.

In tested populations of persons unlikely to have M. tubercu-
losis infection, pooled QFT-GIT specificity was 99% (Table 6) 
(26,28,32,34), and pooled TST specificity from these cohorts, 
when available, was 85% (28,34). Pooled T-Spot specificity was 
88% (Table 7) (28,40,53), and pooled TST specificity from 
these cohorts, when available, was 86% (28,40). Because of 
the small sample sizes in studies examining T-Spot specificity, 
additional independent studies are needed to increase the cer-
tainty of the T-Spot specificity estimate. The lower estimates of 
TST specificity compared with QFT-GIT and T-Spot might 
be attributable to false-positive TST results following BCG 
vaccination or exposure to nontuberculous mycobacteria. 
Lower estimates of TST specificity have been demonstrated 
for BCG-vaccinated cohorts, and in those with nontubercu-
lous lymphadenitis (28,55,56). However, in a study in which 
cohorts with similar risks for infection were compared, the 
specificity of IGRA using ESAT-6 or CFP-10 did not differ 
significantly between those vaccinated with BCG and those 
not vaccinated (57). The effect of BCG on specificity is difficult 
to assess because BCG is used predominately in populations 
already at increased risk for M. tuberculosis infection. 

Agreement Among tests
Agreement among tests for M. tuberculosis infection varies 

widely in reported studies (33,58–60) . Agreement in these stud-
ies has been affected by test interpretation criteria, prevalence of 
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infection and the proportion of infections that are confirmed 
microbiologically, estimates of recent and remote exposure, age, 
race, prior BCG vaccination, recent TST, and coexisting diseases, 
including nontuberculous mycobacterial infection and condi-
tions with immunosupression (e.g., human immunodeficiency 
virus [HIV] infection). Increasing age is a risk for M. tuberculosis 
infection because of longer time for potential exposure and 
because older persons might have been alive when tuberculosis 
was more prevalent. The association of older age with positive 
TST and IGRA results generally is attributed to M. tuberculosis 
infections that accumulate over time. The observation in some 
studies that increasing age is associated more strongly with TST 
results than with IGRA results suggests that a TST might be 
more sensitive than IGRAs in detecting remote infections that 
occurred years earlier (58,61).

Investigations examining the effect of PPD injection on sub-
sequent IGRAs have produced conflicting results (59,62–66); 
outcome differences probably are attributable to differences 
in the study population (infected versus noninfected subjects, 
recent versus temporally remote infection, and risk for ongoing 
exposure), timing of IGRA testing after PPD injection, the IGRA 
format, and the definition of boosting used. PPD injection should 
be expected to boost anamnestic immune responses measured by 
IGRA originating from M. tuberculosis infection, but not from 
BCG vaccination or in nonsensitized persons. Additional studies 
examining the effect of PPD injection on IFN-γ responses are 
needed to define the frequency, magnitude, induction time, and 
longevity of IGRA boosting following a TST.

Uncertainty exists regarding the reproducibility of IGRA 
results in individual patients and the clinical significance of 
fluctuations in measured IFN-γ responses. Longitudinal studies 
have revealed considerable fluctuation in IFN-γ responses with 
serial testing in individual patients (59,62,63,65,67–71). These 
fluctuations might be attributed to limitations in the precision 
of IGRAs or to actual fluctuations in IFN-γ responses in the 
patient. Some increases in IFN-γ response might be attributed 
to new infection or boosting following a TST. Some decreases 
in IFN-γ response in individual persons might be attributed 
to antimycobacterial treatment. However, for the most part, 
fluctuations in IFN-γ responses among serially tested individual 
patients reported in longitudinal studies remain unexplained 
and nonspecific. The magnitude of these fluctuations can be 
of sufficient size to cause test interpretations to change from 
negative to positive (conversion) or from positive to negative 
(reversion), especially when the IFN-γ responses are near cut 
points separating positive and negative results. Well-controlled 
studies are needed to further define the causes of individual 
variations in IFN-γ response and to develop criteria to dif-
ferentiate nonspecific variation from that associated with new 
or resolving infection.

Use of QFt-GIt and t-Spot in Contact 
Investigations

Several reports of contact investigations have included results from 
QFT-GIT and T-Spot (Table 8) (30,31,58,61,72–74). In two of 
these investigations (58,73), greater recent exposure (as measured 
by duration of exposure or infectiousness of the source based on a 
higher number of acid-fast bacilli in their sputa) was more strongly 
associated with positive IGRA results than with positive TST results, 
suggesting that IGRAs might be better than the TST at detecting 
recent infection. In these studies, persons with lower amounts of 
recent exposure were more likely to be positive by TST than IGRA, 
suggesting that the TST might have been better than the IGRAs at 
detecting remote infection that was present prior to (and therefore 
did not occur as a result of) the recent exposure (58). In two other 
investigations (72,74), neither TST nor IGRA results were associ-
ated with measures of recent exposure. In another investigation (30), 
the proximity of recent exposure (i.e., same room, different room, 
or different house) was more strongly associated with TST results 
than QFT-GIT results. 

Value of QFt-GIt and t-Spot in 
Predicting Subsequent Active 
tuberculosis 

Of critical importance, is a test’s ability to predict risk for 
subsequent active tuberculosis. For a person with a positive 
TST, the lifetime risk for active tuberculosis is estimated to be 
5%–10% (16,75). However, very few longitudinal data exist 
on the ability of IGRAs to predict risk for subsequent active 
tuberculosis. 

In one study in Germany involving 601 close contacts of 
persons with smear-positive, culture-confirmed active tuber-
culosis, QFT-GIT was reported to perform better than a 
TST using a 5 mm cut point in predicting subsequent active 
tuberculosis (76). Whereas five (2.3%) of 219 contacts with 
TST induration ≥5 mm developed tuberculosis, six (14.6%) 
of 41 contacts with positive QFT-GIT results developed the 
disease (p=0.003). However, an unusually large proportion 
(59%) of the contacts had TST induration that ranged from 5 
mm to 9 mm. The proportion of those considered positive by 
TST using a 10 mm cutoff who developed active tuberculosis 
(five of 90 [5.6%]) was similar to the proportion positive by 
QFT-GIT (six of 41 [14.6%]; p=0.1). In addition, only two of 
the six contacts with positive QFT-GIT results who developed 
active tuberculosis had the diagnosis confirmed by culture. As 
noted in a published comment on the article, the sensitivity 
for predicting subsequent active tuberculosis did not differ 
significantly for the two tests (77). The QFT-GIT sensitivity 
was 100% (95% confidence interval [CI] = 54%–100%) and 
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the TST sensitivity was 83% (CI = 36%–100%) (p=0.50) 
using either a 5 mm or a 10 mmTST cut point. 

Results from another study indicated that active tubercu-
losis developed in three of 36 (8.3%) HIV-infected persons 
who had positive QFT-GIT results at baseline and in none 
of 705 HIV-infected persons with negative QFT-GIT results 
at baseline during a median of 19 months of active follow up 
(p<0.001) (37). TST was performed for a subset of subjects 
who had positive QFT-GIT results. TST was positive for all of 
the tested subjects who developed active tuberculosis.

In a study of 339 immigrants to the Netherlands, TST and 
QFT-GIT were reported to perform similarly in predicting 
subsequent active tuberculosis (78). Contacts whose TST was 
≥5 mm at 0 or 3 months after diagnosis of the index patient 
were followed for up to 2 years. Nine (3.1%) of 288 contacts 
with TST ≥10 mm developed active tuberculosis whereas 
seven (3.8%) of 184 with TST ≥15 mm, five (2.8%) of 178 
with a positive QFT-GIT, and six (3.3%) of 181 with a posi-
tive T-Spot developed active tuberculosis. The proportions of 
contacts with positive results by the different tests who devel-
oped active tuberculosis were not statistically different. The 
sensitivity for subsequent active tuberculosis during the period 
of follow-up was 100% for a TST using a 10 mm cutoff, 88% 
for a TST using a 15 mm cutoff, 63% for QFT-GIT, and 75% 
for a T-Spot. While TST using a 10 mm cutoff identified the 
greatest number of contacts who developed active tuberculosis 
(nine of nine [100%]), and QFT-GIT identified the lowest 
number of contacts who developed active tuberculosis (five of 
nine [63%]), the sensitivity of the two tests were not statisti-
cally different (p=0.08). 

In another large study, an ELISpot assay that was developed 
by the investigators to detect responses to ESAT-6 and CFP-
10 was used to study tuberculosis household contacts in The 
Gambia. The ELISpot assay was positive for 11 (52%) of 
21 secondary cases of active tuberculosis, compared with 14 
(56%) of 25 secondary cases who were positive by TST (79). 
Of the 21 persons with secondary cases tested with both tests, 
15 (71%) were positive by at least one of the tests. Although 
this proportion was not significantly greater than the propor-
tion positive by TST alone (56%; p=0.2), the study indicated 
that positivity by either test might be the best indication for 
preventive treatment in this setting. Additional, larger studies 
are needed to estimate more accurately the performance of 
IGRA tests compared with TSTs. 

Use of QFt-GIt and t-Spot for testing 
Children

Assessment of the accuracy of IGRAs has been more difficult 
in children than in adults because study enrollment is more 

complicated, phlebotomy is more difficult in younger children, 
microbiologic confirmation of infection is less frequent, and 
BCG might have been administered more recently. This is 
especially true for children aged <5 years. Few performance data 
exist for QFT-GIT and T-Spot testing in children (especially 
for those aged <5 years). For this reason, and because rates of 
progression from latent infection to active disease (including 
severe forms of the disease, such as meningitis, disseminated 
disease, or death as a result of M. tuberculosis) are higher in 
infants and young children, caution is warranted when using 
IGRAs in children aged <5 years (80). 

The higher rate of active tuberculosis and severe forms of 
the disease in infants and children aged <5 years compared 
with older children suggests that the immune response to 
M. tuberculosis infection differs in these groups. Age-related 
immunologic differences might explain reported variations in 
IGRA test performance, including poorer test sensitivity, and 
lower production of IFN-γ in response to mycobacterial anti-
gens and mitogen (used as a positive control) among children 
aged <4 years compared with children aged 4–15 years (81), 
an increase in response to mitogen with increasing age (82), 
and a higher proportion of indeterminate QFT-GIT results 
among children aged <5 years (43). In contrast, one large study 
in a tuberculosis-endemic setting found that infants and young 
children had robust IFN-γ responses to M. tuberculosis antigens, 
and that their responses were comparable to responses in adults 
and older children (83). 

Older children (i.e., those aged ≥5 years) are less likely than 
children aged <5 years to develop active tuberculosis or to have 
severe forms of the disease; in this way, older children resemble 
adults. In addition, for older children, IGRA testing might be 
logistically easier (e.g., in the ability to draw sufficient quanti-
ties of blood). Therefore, less caution might be required when 
implementing IGRA testing in children aged ≥5 years than in 
children aged <5 years.

Use of IGRAs in children is subject to several limitations. 
First, studies evaluating IGRAs performance in children are 
scant. In only a few studies are separate results provided for 
children, and even fewer studies divide results by narrow age 
categories. This means that IGRA performance in children is 
less well understood than IGRA performance in adults. Second, 
indeterminate results for children are a potential limitation to 
implementing IGRAs into clinical practice. The frequencies 
of indeterminate IGRA results in children vary greatly among 
studies (range: 0–17%) and between different IGRA formats 
(31,39,43,84–89). Although the majority of indeterminate 
results are attributable to a low Mitogen Response, the reasons 
for low Mitogen Responses in young children are unclear. The 
mitogen might not work well in young children as a result of 
a lack of immunologic maturity. Differences in the mitogen 
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concentration used for stimulation and differences in interpre-
tation criteria can affect the number of indeterminate results, 
especially when different IGRA formats are compared. Third, 
concerns relate to difficulties in collecting blood for these tests 
and the need for a relatively large volume of blood from small 
children (especially for infants). Finally, certain pediatricians 
have expressed concern that IGRAs might have lower sensitivity 
than TSTs in children (81,90,91). 

In general, sensitivity of IGRAs in children is expected to be 
comparable to TST. In one study of 28 children with culture-
confirmed active tuberculosis who were aged 4 months–7 
years, estimates of sensitivity for TST, QFT-GIT, and T-Spot 
were comparable at 100%, 93%, and 93% respectively 
(p=0.15) (28). Sensitivities of these tests were also similar in 
another study of nine children who had active tuberculosis; 
six (67%) were positive by T-Spot, six (67%) were positive by 
QFT-GIT, and nine (100%) were positive by TST (31). In 
another study involving 25 children with culture-confirmed 
active tuberculosis, estimates of sensitivity were 88% for TST 
at 10 mm and 83% for TST at 15 mm, 80% for QFT-GIT, 
and 58% for T-Spot (39). In the same study, when children 
with probable active tuberculosis were included (defined on 
the basis of epidemiologic, clinical, and radiographic findings 
in the absence of a positive culture), sensitivity for TST at 10 
mm fell to 71%, sensitivity for TST at 15 mm fell to 60%, 
and sensitivity for QFT-GIT and T-Spot fell to 64% and 
50%, respectively. However, the methods used for diagnosing 
active tuberculosis in this study were not stated specifically 
and might have included use of TST results. In another study 
that evaluated 154 children aged 5–15 years with culture-
confirmed active tuberculosis, results indicated that TST was 
more sensitive than QFT-GIT (90% and 76%, respectively; 
p<0.01) (27). 

In general, specificity of IGRAs in children is expected to be 
high. For example, QFT-GIT and T-Spot demonstrated high 
specificity for M. tuberculosis infection even among children 
whose TST specificity was reduced to 22% because of nontuber-
culous mycobacterial infections (28). Additional larger studies 
are needed to evaluate the performance of IGRAs in children.

Use of QFt-GIt and t-Spot for testing 
Immunocompromised Persons

Limited data are available regarding the use of QFT-GIT for 
testing immunocompromised persons (Table 9) (27,36,37,92–
100). In two studies with a total of 34 HIV-infected subjects 
with culture-confirmed active tuberculosis, the sensitivities 
of QFT-GIT were 81% and 88% (27,37). In one study, the 
sensitivities of QFT-GIT and TST were similar (81% and 
85% respectively, p>0.99) (27). QFT-GIT sensitivity was not 

significantly different among persons with HIV infection than 
among those without infection (81% and 73%, respectively; 
p=0.59). In another study in Zambia involving 112 persons 
(59 were infected with HIV, 37 were not infected with HIV, 
and 16 were not tested) in whom active tuberculosis was 
diagnosed on the basis of sputum smear (36), QFT-GIT and 
TST were significantly less sensitive in persons infected with 
HIV than in persons not infected with HIV (76% compared 
with 97% for QFT-GIT; p=0.02 and 55% compared with 
81% for TST, p=0.04). Among persons with HIV infection, 
QFT-GIT sensitivity tended to be higher than TST sensitivity 
(76% and 55%, respectively; p=0.06). However, in this study, 
reduced TST sensitivity might have resulted from delayed 
reading of TSTs, which were read 48–164 hours after PPD 
injection. Low CD4 counts were associated with increases in 
false-negative TST results and indeterminate and false-negative 
QFT-GIT results. 

Published comparisons have not demonstrated significant 
differences in the proportion of positive QFT-GIT results as 
compared with the proportion of positive TST results among 
HIV-infected persons screened for M. tuberculosis infection 
(93–96). QFT-GIT results from two studies suggest that the 
proportion of indeterminate QFT-GIT results among HIV-
infected persons (17% and 19%, respectively) is similar to the 
proportion among uninfected persons (14% and 0, respec-
tively; p=0.88 and p=0.18, respectively) (27,36). However, 
in another study among HIV-infected persons, CD4 counts 
were lower in those with indeterminate QFT-GIT results as 
compared with those with positive or negative results (p<0.01) 
(37). Among persons with other immunosuppressive condi-
tions, published comparisons do not show consistent agree-
ment between results of QFT-GIT and those of TST (97–100). 
Without a diagnostic “gold standard” for LTBI, the accuracies 
of both the QFT-GIT and the TST are uncertain.

Information related to T-Spot in immunocompromised 
persons has been provided in relatively few published reports 
(Table 10) (60,96,97,101–108) with very little information 
related to test sensitivity in such persons (Table 5). Among 
persons with various immunosuppressive conditions being 
screened for M. tuberculosis infection, published comparisons of 
T-Spot with TST generally demonstrate either similar propor-
tions of positive results (60,96,97,101,104,108) or that T-Spot 
is more often positive (103,105–107). Without a diagnostic 
“gold standard” for LTBI, the accuracies of both the TST and 
the T-Spot are suspect. 

Considerations for Programs
Because of administrative and logistic difficulties associated 

with the TST, IGRAs are attractive diagnostic aids for detect-
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ing M. tuberculosis infection. Unlike TSTs, IGRA results can be 
available within 24 hours without the need for a second visit. As 
laboratory-based assays, IGRAs are not subject to the biases and 
errors associated with TST placement and reading. However, 
errors in collecting, labeling, or transporting blood specimens, 
or while performing and interpreting these assays can decrease 
IGRA accuracy. Also, availability of IGRAs is limited by the need 
for a fresh blood sample and the potential for delays as a result 
of the long distances to laboratories that offer these tests.

The cost for an IGRA is substantially greater than that for a 
TST (109). However, this additional cost might be offset by 
decreases in the number of persons testing positive and the 
associated costs of evaluating and treating persons with positive 
test results (110). Use of an IGRA might increase acceptance of 
treatment for LTBI (111). However, cost-effectiveness studies 
are limited by the lack of critical data on the relative ability of 
these tests to predict subsequent disease.

Recommendations
General Recommendations for 
Use of IGRAs

TSTs and IGRAs (QFT-G, QFT-GIT, and T-Spot) should •	
be used as aids in diagnosing infection with M. tuberculosis. 
These tests may be used for surveillance purposes or to 
identify persons likely to benefit from treatment, includ-
ing persons who are or will be at increased risk for M. 
tuberculosis infection (Box 1) or for progression to active 
tuberculosis if infected (Box 2).
IGRAs should be performed and interpreted according to •	
established protocols using FDA-approved test formats. 
They should be performed in compliance with Clinical 
Laboratory Improvement Amendment (CLIA) standards.
Both the standard qualitative test interpretation and •	
the quantitative assay measurements should be reported 
together with the criteria used for test interpretation. This 
will permit more refined assessment of results and promote 
understanding of the tests.
Arrangement for IGRA testing should be made prior •	
to blood collection to ensure that the blood specimen 
is collected in the proper tubes, and that testing can be 
performed within the required timeframe.
Prior to implementing IGRAs, each institution and tuber-•	
culosis-control program should evaluate the availability, 
overall cost, and benefits of IGRAs for their own setting. 
In addition, programs should consider the characteristics 
of the population to be tested. 
As with the TST, IGRAs generally should not be used for •	
testing persons who have a low risk for both infection and 

progression to active tuberculosis if infected (except for those 
likely to be at increased risk in the future). Screening such 
persons diverts resources from higher priority activities and 
increases the number of false-positive results. Even with a 
test specificity approaching 99%, when the prevalence of 
M. tuberculosis infection is ≤1%, the majority of positive 
results will be false positives. If persons at low risk for both 
infection and progression are to be tested, selection of the 
test with the greatest specificity will minimize false-positive 
results, reduce unnecessary evaluation and treatment, and 
minimize the potential for adverse events from unnecessary 
treatment.

test Selection
Selection of the most suitable test or combination of tests •	
for detection of M. tuberculosis infection should be made 
on the basis of the reasons and the context for testing, 
test availability, and overall cost effectiveness of testing. 
Results of studies examining sensitivity, specificity, and 
agreement for IGRAs and TST vary with respect to which 
test is better. Although data on the accuracy of IGRAs and 
their ability to predict subsequent active tuberculosis are 
limited, to date, no major deficiencies have been reported 
in studies involving various populations. As use of these 
tests increases, greater understanding of their value and 
limitations will be gained.
An IGRA may be used in place of (but not in addition to) a •	
TST in all situations in which CDC recommends tuberculin 
skin testing as an aid in diagnosing M. tuberculosis infection, 
with preferences and special considerations noted below. 
Despite the indication of a preference in these instances, 
use of the alternative test (FDA-approved IGRA or TST) 
is acceptable medical and public health practice. 

Situations in Which an IGRA Is Preferred But 
a tSt Is Acceptable

An IGRA is preferred for testing persons from groups that •	
historically have low rates of returning to have TSTs read. 
For example, use of an IGRA might increase test comple-
tion rates for homeless persons and drug-users. The use 
of IGRAs for such persons can increase test completion 
rates, so control efforts can focus on those most likely to 
benefit from further evaluation and treatment. 
An IGRA is preferred for testing persons who have received •	
BCG (as a vaccine or for cancer therapy). Use of IGRAs in 
this population is expected to increase diagnostic specificity 
and improve acceptance of treatment for LTBI. 
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Situations in Which a tSt Is Preferred But an 
IGRA Is Acceptable

A TST is preferred for testing children aged <5 years. Use •	
of an IGRA in conjunction with TST has been advocated 
by some experts to increase diagnostic sensitivity in this 
age group. Recommendations regarding use of IGRAs 
in children have also been published by the American 
Academy of Pediatrics (112).

Situations in Which Either a tSt or an IGRA 
May Be Used Without Preference

An IGRA or a TST may be used without preference to •	
test recent contacts of persons know or suspected to have 
active tuberculosis with special considerations for follow-
up testing. IGRAs offer the possibility of detecting M. 
tuberculosis infection with greater specificity than with a 
TST. Also, unlike TSTs, IGRAs do not boost subsequent 
test results and can be completed following a single patient 
visit. However, data on the ability of IGRAs to predict 
subsequent active tuberculosis are limited. If IGRAs are to 
be used in contact investigations, negative results obtained 
prior to 8 weeks after the end of exposure typically should 
be confirmed by repeat testing 8–10 weeks after the end of 
exposure. This recommendation is similar to one used for 
TST, because data on the timing of IGRA conversion after 
a new infection are not currently available. Use of the same 
test format for repeat testing will minimize the number of 
conversions that occur as a result of test differences. 
An IGRA or a TST may be used without preference for •	
periodic screening of persons who might have occupational 
exposure to M. tuberculosis (e.g., surveillance programs for 
health-care workers) with special considerations regarding 
conversions and reversions. For serial and periodic screen-
ing, IGRAs offer technical, logistic, and possible economic 
advantages compared with TSTs but also have potential 
disadvantages. Advantages include the ability to get results 
following a single visit. Two-step testing is not required for 
IGRAs, because IGRA testing does not boost subsequent 
test results. Disadvantages of IGRAs in this setting include 
a greater risk of test conversion due to false-positive IGRA 
results with follow-up testing of low-risk health-care work-
ers who have tested negative at prior screening. CDC has 
published criteria for identifying conversions for TSTs 
and IGRAs (113). TST conversion is defined as a change 
from negative to positive with an increase of ≥10 mm in 
induration within 2 years. TST conversion is associated 
with an increased risk for active tuberculosis. An IGRA 
conversion is defined as a change from negative to positive 
within 2 years without any consideration of the magnitude 
of the change in TB Response. Using this lenient criterion 

to define IGRA conversion might produce more conver-
sions than are observed with the more stringent criteria 
applied to TSTs. Furthermore, an association between an 
IGRA conversion and subsequent disease risk has not been 
demonstrated. The criteria for interpreting changes in an 
IGRA that identify new infections remain uncertain. CDC 
encourages institutions and programs in which IGRAs are 
used to publish their experiences, particularly in regard to 
rates of conversion, reversion, and progression to active 
tuberculosis over time.

Situations in Which testing with Both an 
IGRA and a tSt May Be Considered

Although routine testing with both a TST and an IGRA is •	
not generally recommended, results from both tests might 
be useful when the initial test (TST or IGRA) is negative 
in the following situations: 1) when the risk for infection, 
the risk for progression, and the risk for a poor outcome 
are increased (e.g., when persons with HIV infection or 
children aged <5 years are at increased risk for M. tubercu-
losis infection) or 2) when clinical suspicion exists for active 
tuberculosis (such as in persons with symptoms, signs, and/
or radiographic evidence suggestive of active tuberculosis) 
and confirmation of M. tuberculosis infection is desired. In 
such patients with an initial test that is negative, taking a 
positive result from a second test as evidence of infection 
increases detection sensitivity. However, multiple negative 
results from any combination of these tests cannot exclude 
M. tuberculosis infection.
Using both a TST and an IGRA also might be useful when •	
the initial test is positive in the following situations: 1) when 
additional evidence of infection is required to encourage 
compliance (e.g., in foreign-born health-care workers who 
believe their positive TST result is attributable to BCG) or 
2) in healthy persons who have a low risk for both infec-
tion and progression. In the first situation, a positive IGRA 
might prompt greater acceptance of treatment for LTBI as 
compared with a positive TST alone. In the latter situation, 
requiring a positive result from the second test as evidence 
of infection increases the likelihood that the test result 
reflects infection. For the second situation, an alternative is 
to assume, without additional testing, that the initial result 
is a false positive or that the risk for disease does not war-
rant additional evaluation or treatment, regardless of test 
results. Steps should be taken to minimize unnecessary and 
misleading testing of persons at low risk. 
Repeating an IGRA or performing a TST might be useful •	
when the initial IGRA result is indeterminate, borderline, 
or invalid and a reason for testing persists. A second test 
also might be useful when assay measurements from the 
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initial test are unusual, such as when the Nil value is higher 
than typical for the population being tested (e.g., IFN-γ 
concentration for Nil by QFT-G or QFT-GIT >0.7 IU/ml 
for most of the U.S. populations), the Nil value is appre-
ciably greater than the value obtained with M. tuberculosis 
antigen stimulation (e.g. when IFN-γ concentration for 
Nil by QFT-G is 0.35 IU/ml greater than the concentra-
tion obtained with either ESAT-6 or CFP-10 stimulation, 
or when the number of spots for Nil by T-Spot is four 
spots greater than the number with either ESAT-6 or 
CFP-10 stimulation), or the Mitogen value is lower than is 
expected for the population being tested (e.g., the Mitogen 
Response by QFT-G or QFT-GIT is <0.5 IU/ml, or the 
number of spots in the mitogen well by T-Spot is <20). If 
an IGRA is to be repeated, a new blood sample should be 
used. In such situations, repeat testing with another blood 
sample usually provides interpretable results.

Medical Management After testing
Diagnoses of •	 M. tuberculosis infection and decisions about 
medical or public health management should not be based 
on IGRA or TST results alone, but should include con-
sideration of epidemiologic and medical history as well as 
other clinical information. 
Persons with a positive TST or IGRA result should be evalu-•	
ated for the likelihood of M. tuberculosis infection, for risks 
for progression to active tuberculosis if infected, and for 
symptoms and signs of active tuberculosis. If risks, symptoms, 
or signs are present, additional evaluation is indicated to 
determine if the person has LTBI or active tuberculosis.
A diagnosis of LTBI requires that active tuberculosis be •	
excluded by medical evaluation, which should include tak-
ing a medical history and a physical examination to check 
for suggestive symptoms and signs, a chest radiograph, and, 
when indicated, testing of sputum or other clinical samples 
for the presence of M. tuberculosis. Neither an IGRA nor 
TST can distinguish LTBI from active tuberculosis.
In persons who have symptoms, signs, or radiographic •	
evidence of active tuberculosis or who are at increased risk 
for progression to active tuberculosis if infected, a positive 
result with either an IGRA or TST should be taken as 
evidence of M. tuberculosis infection. However, negative 
IGRA or TST results are not sufficient to exclude infection 
in these persons, especially in those at increased risk for a 
poor outcome if disease develops, and clinical judgment 
dictates when and if further diagnostic evaluation and 
treatment are indicated.
In healthy persons who have a low likelihood both of •	
M. tuberculosis infection and of progression to active tuber-

culosis if infected, a single positive IGRA or TST result 
should not be taken as reliable evidence of M. tuberculosis 
infection. Because of the low probability of infection, 
a false-positive result is more likely. In such situations, 
the likelihood of M. tuberculosis infection and of disease 
progression should be reassessed, and the initial test 
results should be confirmed. Repeat testing, with either 
the initial test or a different test, may be considered on a 
case-by-case basis. For such persons, an alternative is to 
assume, without additional testing, that the initial result 
is a false positive.
In persons with discordant test results (i.e., one positive •	
and the other negative), decisions about medical or public 
health management require individualized judgment in 
assessing the quality and magnitude of each test result (e.g., 
size of induration and presence of blistering for a TST; and 
the TB Response, Nil, and Mitogen values for an IGRA), 
the probability of infection, the risk for disease if infected, 
and the risk for a poor outcome if disease occurs.

Taking a positive result from either of two tests as  –
evidence of infection is reasonable when 1) clinical 
suspicion exists for active tuberculosis (e.g., in persons 
with symptoms, signs, and/or radiographic evidence of 
active tuberculosis) or 2) the risks for infection, pro-
gression, and a poor outcome are increased (e.g., when 
persons with HIV infection or children aged <5 years 
are at increased risk for M. tuberculosis infection).
For healthy persons who have a low risk for both  –
infection and progression, discounting an isolated 
positive result as a false positive is reasonable. This will 
increase detection specificity and decrease unnecessary 
treatment.
For persons who have received BCG and who are not  –
at increased risk for a poor outcome if infected (Box 2), 
TST reactions of <15 mm in size may reasonably be 
discounted as false positives when an IGRA is clearly 
negative.
In other situations, inadequate evidence exists on which  –
to base recommendations for dealing with discordant 
results. However, in the absence of convincing evidence 
of infection, diagnostic decisions may reasonably be 
deferred unless an increased risk exists for progression 
if infected and/or a high risk exists for a poor outcome 
if disease develops.

Areas for Additional Research
Although substantial progress has been made in document-

ing the utility of IGRAs, further studies and research are 
needed. Future studies should focus on determining the value 
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and limitations of IGRAs in situations of importance to medi-
cal care or tuberculosis control. Questions to address include 
the following (not listed in any order of priority):

Are IGRAs better at predicting subsequent active tuber-•	
culosis than TST?
Are persons with discordant TST and IGRA results at •	
increased risk for active tuberculosis compared with per-
sons with concordant negative results?
Are higher IFN-•	 γ responses associated with a greater risk 
for developing active tuberculosis?
Do IGRAs perform differently in children than in adults, •	
in those with extrapulmonary versus pulmonary tuberculo-
sis, in those with HIV infection versus those without HIV 
infection, in those recently infected as compared with those 
infected years earlier, and in those with latent infection as 
compared with those with active tuberculosis?
Why do simultaneously performed TST, QFT-GIT, QFT-•	
G, and T-Spot results differ?
Can sensitivity and specificity of IGRAs be improved by •	
modification in testing methods, application of different 
interpretation criteria, or inclusion of additional antigens?
What is the best approach for determining cut points for •	
IGRA interpretation, including situations where Nil values 
are high or Mitogen values are low?
To what extent does inclusion of a “borderline” interpreta-•	
tion improve IGRA accuracy?
What causes variation in IGRA results and to what extent?•	
What magnitude of change in IFN-•	 γ response indicates 
new infection?
After exposure, how long does it take for an IGRA to •	
become positive?
What is the clinical significance of IGRA reversion?•	
What methods should be used to monitor IGRA quality?•	
Is there an association between lymphocyte count and •	
IFN-γ response (with or without HIV infection)?
What effect does treatment of •	 M. tuberculosis infection 
have on IGRA results?
How do host and bacterial genetic factors affect IGRA •	
results?
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Interpretation Nil* TB Response†
Mitogen 

Response§

Positive¶ Any ≥0.35 IU/ml and ≥50% of Nil Any
Negative** ≤0.7 <0.35 IU/ml ≥0.5
Indeterminate†† ≤0.7 <0.35 IU/ml <0.5

>0.7 <50% of Nil Any

Source: Based on Cellestis Limited. QuantiFERON-TB Gold [Package 
insert]. Available at http://www.cellestis.com/IRM/Company/ShowPage.
aspx?CPID=1247.
 * The interferon gamma (IFN-γ) concentration in plasma from blood incu-

bated with saline.
 † The higher IFN-γ concentration in plasma from blood stimulated with 

a cocktail of peptides representing early secretory antigenic target-6 
(ESAT-6) or a cocktail of peptides representing culture filtrate protein 10 
(CFP-10) minus Nil.

 § The IFN-γ concentration in plasma from blood stimulated with mitogen 
minus Nil.

 ¶ Interpretation indicating that Mycobacterium tuberculosis infection is 
likely.

 ** Interpretation indicating that M. tuberculosis infection is not likely.
 †† Interpretation indicating an uncertain likelihood of M. tuberculosis 

infection.

TABLE 2. Interpretation criteria for the QuantiFERON-TB Gold 
In-Tube Test (QFT-GIT)

Interpretation Nil* TB Response†
Mitogen 

Response§

Positive¶ ≤8.0 ≥0.35 IU/ml and ≥25% of Nil Any
Negative** ≤8.0 <0.35 IU/ml or <25% of Nil ≥0.5
Indeterminate†† ≤8.0 <0.35 IU/ml or <25% of Nil <0.5

>8.0 Any Any

Source: Based on Cellestis Limited. QuantiFERON-TB Gold In-Tube 
[Package insert]. Available at http://www.cellestis.com/IRM/content/pdf/
QuantiFeron%20US%20VerG–Jan2010%20NO%20TRIMS.pdf. 
 * The interferon gamma (IFN-γ) concentration in plasma from blood incu-

bated without antigen.
 † The IFN-γ concentration in plasma from blood stimulated with a single 

cocktail of peptides representing early secretory antigenic target-6 (ESAT-6), 
culture filtrate protein-10 (CFP-10), and part of TB 7.7 minus Nil.

 § The IFN-γ concentration in plasma from blood stimulated with mitogen 
minus Nil.

 ¶ Interpretation indicating that Mycobacterium tuberculosis infection is 
likely.

 ** Interpretation indicating that M. tuberculosis infection is not likely.
 †† Interpretation indicating an uncertain likelihood of M. tuberculosis 

infection.

TABLE 3. Interpretation criteria for the T-SPOT.TB Test 
(T-Spot) 

Interpretation Nil* TB Response† Mitogen§
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Borderline** ≤10 spots 5, 6, or 7 spots Any
Negative†† ≤10 spots ≤4 spots
Indeterminate** >10 spots Any Any

≤10 spots <5 spots <20 spots

Source: Based on Oxford Immunotec Limited. T-Spot.TB [Package insert]. 
Available at http://www.oxfordimmunotec.com/USpageInsert.
 * The number of spots resulting from incubation of PBMCs in culture media 

without antigens. 
 † The greater number of spots resulting from stimulation of peripheral 

blood mononuclear cells (PBMCs) with two separate cocktails of peptides 
representing early secretory antigenic target-6 (ESAT-6) or culture filtrate 
protein-10 (CFP-10) minus Nil.

 § The number of spots resulting from stimulation of PBMCs with mitogen 
without adjustment for the number of spots resulting from incubation of 
PBMCs without antigens.

 ¶ Interpretation indicating that Mycobacterium tuberculosis infection is 
likely.

 ** Interpretation indicating an uncertain likelihood of M. tuberculosis infection.
 †† Interpretation indicating that M. tuberculosis infection is not likely.
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TABLE 4. QuantiFERON-TB Gold-In-Tube test (QFT-GIT) sensitivity,* by country in which study was conducted — 14 countries, 
2006–2009 

Confirmed TB† QFT-GIT results TST¶ results

Country Subjects

No.  
confirmed/ 
No. with TB 
diagnosis (%)

HIV§-positive
Inter-

pretation 
criteria**

Positive Indeterminate

Cutoff

Positive % TST+ 
vs. 

QFT-GIT+ 
p-value††

No. +/
No. tested (%)

No. +/
No. valid (%)

No. +/
No. tested (%)

No. +/
No. tested (%)

South Africa§§ Children 154/154 (100) 26/41 (63) A 100/131 (76) 23/154 (15) Stratified 131/146 (90) <0.01
Germany¶¶ Children 28/28 (100) NR*** NR B 26/28 (93) ND††† ND 5 mm 28/28 (100) 0.49
India§§§ Adults 58/60 (97) 3/60 (5) A 44/60 (73) 0/60 (0) ND ND ND ND
The Gambia¶¶¶ Adults 75/75 (100) 7/77 (9) B 48/75 (64) ND ND ND ND ND ND
Spain**** Adults & children NR/42 (NR) NR NR C 33/42 (79) 0/42 (0) 5 mm 40/42 (95) 0.05
Italy†††† Mostly adults 17/17 (100) NR NR C 14/17 (82) 0 17 (0) NR 9/12 (75) 0.97
Singapore§§§§ Adults 286/286 (100) 7/238 (3) A 224/270 (83) 10/286 (4) 10 mm 206/217 (95) <0.01

15 mm 158/217 (73) ND
Japan¶¶¶¶ Adults 100/100 (100) 1/ 100 (1) D 87/94 (93) 6/100 (6) ND ND ND ND
Denmark***** Adults 68/ 80 (85) 10/ 56 (18) C 65/76 (86) 4/80 (5) 10 mm 9/12 (75) (75) 0.58
Czech 
Republic†††††

Adults 22/22 (100) 0/22 (0) C 19/22 (86) 0/22 (0) 5 12/22 (55) 0.05
0/31 (0) 0/31 (0) 24/28 (86) 3/31 (6) 22/31 (71) ND

Zambia§§§§§ Adults 0/112 (0) 59/ 96 (62) A 83/96 (86) 16/112 (14) 5 mm¶¶¶¶¶ 62/92¶¶¶¶¶ (67) ¶¶¶¶¶ <0.01
10 mm¶¶¶¶¶ 48/92¶¶¶¶¶ (52) ¶¶¶¶¶ ND

Austria****** HIV+ adults 10/11 (91) 11/11 (100) D 10/11 (91) 0/11 (0) 5 mm 8/10 (80) 0.92

Multiple 
European††††††

Adults 121/121 (100) 3/NR (NR) C 99/117 (85) 4/121 (3) 10 or 15 114/136 (84) 1.0
0/34 (0) 0/NR NR) 22/34 (65) 0/34 (0) 37/41 (90) 0.02

United 
Kingdom§§§§§§

Children 25/25 (100) 0/35 (0) D 20/23 (87) 2/25 (8) 10 mm 21/24 (86) 1.0

0/38 (0) 20/36 (56) 2/38 (5) 24/38 (63) 0.67

 * Source: Modified from Pai M, Zwerling A, Menzies D. Systematic review: T-cell-based assays for the diagnosis of latent tuberculosis infection: an update. Ann Intern Med 
2008;149:177–84 supplemented with additional information and compared with TST sensitivity when available.

 † Tuberculosis disease was confirmed by culture and/or nucleic acid amplification test.
 § Human immunodeficiency virus.
 ¶ Tuberculin skin test.
 ** “A” = QFT-GIT was interpreted as positive if Tuberculosis (TB) Response was ≥0.35 IU/mL; indeterminate if TB Response was <0.35 IU/mL and Mitogen Response was <0.5 

IU/mL; and negative if TB Response was <0.35 IU/mL and Mitogen Response was ≥0.5 IU/mL. “B” = QFT-GIT was interpreted as positive if TB Response was ≥0.35 IU/mL; 
Mitogen Response was not measured. “C” = QFT-GIT interpretation criteria were not stated explicitly. “D” = QFT-GIT was interpreted as positive if TB Response was ≥0.35 
IU/mL and Nil was ≤8.0 IU/mL; indeterminate if Nil ≥8.0 IU/mL or TB Response was <0.35 IU/mL and Mitogen Response was <0.5 IU/mL; and negative if TB Response was 
<0.35 IU/mL, Mitogen Response was ≥0.5 IU/mL, and Nil was ≤8.0 IU/mL.

 †† Fisher’s exact test was used by CDC to calculate 2-tailed p-values.
 §§ Source: Tsiouris SJ, Coetzee D, Toro PL, Austin J, Stein Z, el-Sadr W. Sensitivity analysis and potential uses of a novel gamma interferon release assay for diagnosis of 

tuberculosis. J Clin Microbiol 2006;44:2844–50.
 ¶¶ Source: Detjen AK, Keil T, Roll S, et al. Interferon-gamma release assays improve the diagnosis of tuberculosis and nontuberculous mycobacterial disease in children in a 

country with a low incidence of tuberculosis. Clin Infect Dis 2007;45:322–8.
 *** Not reported.
 ††† Not done.
 §§§ Source: Pai M, Joshi R, Bandyopadhyay M, et al. Sensitivity of a whole-blood interferon-gamma assay among patients with pulmonary tuberculosis and variations in T-cell 

responses during anti-tuberculosis treatment. Infection 2007;35:98–103.
 ¶¶¶ Source: Adetifa IM, Lugos MD, Hammond A et al. Comparison of two interferon gamma release assays in the diagnosis of Mycobacterium tuberculosis infection and disease 

in The Gambia. BMC Infect Dis 2007;7:122.
 **** Source: Dominguez J, Ruiz-Manzano J, De Souza-Galvao M, et al. Comparison of two commercially available gamma interferon blood tests for immunodiagnosis of tuber-

culosis. Clin Vaccine Immunol 2008;15:168–171.
 †††† Source: Palazzo R, Spensieri F, Massari M, et al. Use of whole-blood samples in in-house bulk and single-cell antigen-specific gamma interferon assays for surveillance of 

Mycobacterium tuberculosis infections. Clin Vaccine Immunol 2008;15:327–37.
 §§§§ Source: Chee CB, Gan SH, KhinMar KW, et al. Comparison of sensitivies of two commercial gamma interferon release assays for pulmonary tuberculosis. J Clin Microbiol 

2008;46:1935–40.
 ¶¶¶¶ Source: Harada N, Higuchi K, Yoshiyama T, et al. Comparison of the sensitivity and specificity of two whole blood interferon-gamma assays for M. tuberculosis infection. J 

Infect 2008;56:348–53.
 ***** Source:  Ruhwald M, Bodmer T, Maier C, et al. Evaluating the potential of IP-10 and MCP-2 as biomarkers for the diagnosis of tuberculosis. Eur Respir J 2008; 32(6):1607-1615.
 ††††† Source: Bartu V, Havelkova M, Kopecka E. QuantiFERON-TB Gold in the diagnosis of active tuberculosis. J Int Med Res 2008;36:434–7.
 §§§§§ Source: Raby E, Moyo M, Devendra A, et al. The effects of HIV on the sensitivity of a whole blood IFN-gamma release assay in Zambian adults with active tuberculosis. 

PLoS ONE 2008;3:e2489. [E-pub]. Available at http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0002489.
 ¶¶¶¶¶ TST read 48–164 hours after tuberculin injection.
 ****** Source: Aichelburg MC, Rieger A, Breitenecker F, et al. Detection and prediction of active tuberculosis disease by a whole-blood interferon-gamma release assay in HIV-1-

infected individuals. Clin Infect Dis 2009;48:954–62.
 †††††† Source: Goletti D, Stefania C, Butera O, et al. Accuracy of immunodiagnostic tests for active tuberculosis using single and combined results: a multicenter TBNET-Study. 

PLoS ONE 2008; 3:e3417. [E-published]. Available at http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0003417.
 §§§§§§ Source:  Kampmann B, Whittaker E, Williams A, et al. Interferon-gamma release assays do not identify more children with active tuberculosis than the tuberculin skin test. 

Eur Respir J 2009;33:1374–82.

http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0002489
http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0003417
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TABLE 5. T-SPOT.TB test (T-Spot) sensitivity,* by country in which study was conducted —12 countries, 2005–2009

Confirmed TB† T-Spot results TST¶ results

Country Subjects

No.  
confirmed/ 
No. with TB 
diagnosis (%)

HIV§-positive
Inter-

pretation 
criteria**

Positive Indeterminate

Cutoff

Positive % TST+ 
vs. 

QFT-GIT+ 
p-value††

No. +/
No. tested (%)

No. +/
No. valid (%)

No. +/
No. tested (%)

No. +/
No. tested (%)

Singapore§§ Adults 286/286  (100) 7/238 (3) A 254/270 (94) 3/286 (1) 10 mm 206/217 (95) 0.84
15 mm 158/217 (73) ND¶¶

Spain*** Adults & children NR/42 (NR) NR††† NR B 36/39 (86) 3/42 (7) 5 mm 40/42 (95) 0.93

Germany§§§ Children aged 
0–7 yrs

28/28 (100) NR NR B 26/28 (93) 0/28 (0) 5 mm 28/28 (100) 0.49

South Korea¶¶¶ Adults 37/65  (57) 0/31 (0) C 83/87 (95) 0/87 (0) 5 mm 64/87 (74) <0.01
10 mm 55/87 (67) <0.01

Germany**** Adults 58/65 (89) NR NR D 40/40 (100) 0/40 (0) NR 35/40 (88) 0.05

Italy†††† Adults 23/23  (100) 0/23 (0) E 21/23 (91) NR NR ND ND ND ND

Italy§§§§ Adults & children 
aged >15 yrs

13/24 (54) NR NR F 20/24 (83) 0/24 (0) 5 mm 14/20 (54) 0.49

Germany¶¶¶¶ Adults 8/12 (67) NR NR G 12/12 (100) 0/12 (0) 6 mm 8/10 (80) 0.39

South Korea***** Adults & children 
aged >15 yrs

58/67 (87) 0/67 (0) H 59/64 (92) 3/67 (4) 10 mm 45/66 (68) <0.01

Switzerland††††† Adults 89/89  (100) 0/89 (0) I 61/61 (100) 1/62 (2) ND ND ND ND

Taiwan§§§§§ Adults & children 
aged 2–84 yrs

37/39 (95) 3/NR (ND) J 34/39 (87) NR NR ND ND ND ND

Switzerland¶¶¶¶¶ Adults & children 
aged >15 yrs

58/58 (100) 0/58  (0) K 57/58 (98) 0/58 (2) ND ND ND ND

Turkey****** Adults NR/28 NR/28 NR NR B 26/28 (93) NR NR 10 mm 23/28 (82) 0.42

Turkey†††††† Adults & children 
aged >15 yrs

100/100 (100) 0/100 (0) L 80/96 (83) 4/100 (4) 10 mm 80/99 (81) 0.79

Multiple 
European§§§§§§

Adults 69/69 (100) 3/NR (NR) B 62/69 (90) 0/69 (0) 10 or 15 114/136 (84) 0.06
0/19 (0) 0/NR (NR) 13/19 (68) 0/19 (0) 37/41 (90) 0.09

Taiwan¶¶¶¶¶¶ Adults with extra-
pulmonary TB

50/50  (100) 2/NR (NR) M 40/50 (80) NR NR ND ND ND ND
0/39 (0) 31/39 (79)

United 
Kingdom*******

Children 25/25 (100) 0/35 (0) F 14/24 (58) 1/25 (8) 10 mm 21/24 (86) 0.05
0/38 (0) 17/34 (50) 4/38 (11) 24/38 (63) 0.38

Japan††††††† Adults 49/49 (100) NR NR N 47/47 (100) 2/49 (4) ND ND ND ND

See Table 5 footnotes on the following page.
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TABLE 5. (Continued) T-SPOT.TB (T-Spot) sensitivity* results, by country in which study was conducted —12 countries, 2005–2009
 * Source: Modified from Pai M, Zwerling A, Menzies D. Systematic review: T-cell-based assays for the diagnosis of latent tuberculosis infection: an update. Ann Intern Med 

2008;149:177–84 supplemented with additional information and compared with TST specificity when available.
 † Tuberculosis. Confirmed by culture and/or nucleic acid amplification test.
 § Human immunodeficiency virus.
 ¶ Tuberculin skin test.
 ** “A” = T-Spot was interpreted as positive if a test well (with either early secretory antigenic target-6 [ESAT-6] or culture filtrate protein culture filtrate protein [CFP-10]) con-

tained 6 spots or more than the negative control well and had at least twice the spots as the negative control well, and the negative control well had ≤10 spots; indetermi-
nate if not “positive” and the mitogen control well had <20 spots or the negative control well had >10 spots. “B” = T-Spot interpretation criteria were not explicitly stated. “C” 
= T-Spot was interpreted as positive if a test well (with either ESAT-6 or CFP-10) contained 5 spots or more than the negative control well and had at least twice the spots 
as the negative control well and the negative control well had ≤10 spots and as indeterminate if the negative control well had >10 spots. “D” = T-Spot was interpreted as 
positive if a test well (with either ESAT-6 or CFP-10) contained 5 spots or more than the negative control well and had at least twice the spots as the negative control well 
and the mitogen control well had >20 spots and indeterminate if the mitogen control well had ≤20 spots. “E” = T-Spot was interpreted as positive if the well with ESAT-6 
contained at least twice the average number of spots as the negative control well or the well with CFP-10 contained at least 4 times the average number of spots as the 
negative control well. “F” = T-Spot was interpreted as positive if a test well (with either ESAT-6 or CFP-10) contained 6 spots or more than the negative control well and 
had at least twice the spots as the negative control well and the negative control well had <10 spots, as indeterminate if not “positive” and the mitogen control well had 
<20 spots and the negative control well had <10 spots, as negative if not positive and spots in the negative control well were <10 and the spots in the mitogen control 
were ≥20, and as technical error if the negative control well had ≥10 spots. “G” = T-Spot was interpreted as positive if a test well (with either ESAT-6 or CFP-10) contained 
5 spots or more than the negative control well and had at least twice the spots as the negative control well; wells contained 200,000 PBMCs instead of 250,000 PBMCs 
as recommended by the manufacturer. “H” = T-Spot was interpreted as positive if a test well (with either ESAT-6 or CFP-10) contained 5 spots or more than the negative 
control well and had at least twice the spots as the negative control well; reported indeterminate results but did not explicitly state criteria; wells contained 200,000 PBMCs 
instead of 250,000 PBMCs as recommended by the manufacturer. “I” = T-Spot was interpreted as positive if a test well (with either ESAT-6 or CFP-10) contained 6 spots 
more than the negative control well and had at least twice the spots as the negative control well and the negative control well had ≤10 spots and as indeterminate if not 
“positive” and the mitogen control well had <20 spots or the negative control well had >10 spots. “J” = T-Spot was interpreted as positive if the mean number of spots in 
duplicate test wells (with either ESAT-6 or CFP-10) was 10 or more than the mean number of spots in duplicate negative control wells and at least twice the mean number 
of spots in the negative control wells; other criteria were not explicitly stated. “K” = T-Spot was interpreted as indeterminate if the mitogen control well had <20 spots and as 
positive if not indeterminate and a test well (with either ESAT-6 or CFP-10) contained >6 spots more than the negative control well. “L” = T-Spot was interpreted as indeter-
minate if the mitogen control well had ≤20 spots or the negative control well had ≥10 spots and as positive if not indeterminate and a test well (either ESAT-6 or CFP-10) 
contained 6 spots or more than the negative control well and had at least twice the number of spots as the negative control well. “M” = T-Spot was interpreted as positive 
if a test well (with either ESAT-6 or CFP-10) had ≥10 spots (when the negative control well had <5 spots), or at least twice the number of spots in the negative control well 
(when the negative control well had ≥5 spots). “N” = T-Spot was interpreted as positive if the Nil well had 0–5 spots and a test well (with either ESAT-6 or CFP-10) had ≥ 
6 spots more than the Nil well or if the Nil well had 6–10 spots and a test well had at least twice the number of spots as the negative control well; test is indeterminate if 
the number of spots in the Nil well is >10 or the number of spots in the mitogen well is <20 and neither test well is positive.

 †† Fisher’s exact test was used by CDC to calculate 2-tailed p-values.
 §§ Source: Chee CB, Gan SH, KhinMar KW, et al. Comparison of sensitivies of two commercial gamma interferon release assays for pulmonary tuberculosis. J Clin Microbiol 

2008;46:1935–40.
 ¶¶ Not done.
 *** Source: Dominguez J, Ruiz-Manzano J, De Souza-Galvao M, et al. Comparison of two commercially available gamma interferon blood tests for immunodiagnosis of 

tuberculosis. Clin Vaccine Immunol 2008;15:168–71.
 ††† Not reported.
 §§§ Source: Detjen AK, Keil T, Roll S et al. Interferon-gamma release assays improve the diagnosis of tuberculosis and nontuberculous mycobacterial disease in children in 

a country with a low incidence of tuberculosis. Clin Infect Dis 2007;45:322–8.
 ¶¶¶ Source: Lee JY, Choi HJ, Park IN, et al. Comparison of two commercial interferon-gamma assays for diagnosing Mycobacterium tuberculosis infection. Eur Respir J 

2006;28:24–30.
 **** Source: Meier T, Eulenbruch HP, Wrighton-Smith P, Enders G, Regnath T. Sensitivity of a new commercial enzyme-linked immunospot assay (T SPOT-TB) for diagnosis 

of tuberculosis in clinical practice. Eur J Clin Microbiol Infect Dis 2005;24:529–36.
 †††† Source: Goletti D, Carrara S, Vincenti D, et al. Accuracy of an immune diagnostic assay based on RD1 selected epitopes for active tuberculosis in a clinical setting: a pilot 

study. Clin Microbiol Infect 2006;12:544–50.
 §§§§ Source: Ferrara G, Losi M, D’Amico R, et al. Use in routine clinical practice of two commercial blood tests for diagnosis of infection with Mycobacterium tuberculosis: a 

prospective study. Lancet 2006;367:1328–34.
 ¶¶¶¶ Source: Jafari C, Ernst M, Kalsdorf B, et al. Rapid diagnosis of smear-negative tuberculosis by bronchoalveolar lavage enzyme-linked immunospot. Am J Respir Crit Care 

Med 2006;174:1048–54.
 ***** Source: Kang YA, Lee HW, Hwang SS, et al. Usefulness of whole-blood interferon-gamma assay and interferon-gamma enzyme-linked immunospot assay in the diagnosis 

of active pulmonary tuberculosis. Chest 2007;132:959–65.
 ††††† Source:  Bosshard V, Roux-Lombard P, Perneger T, et al. Do results of the T-SPOT.TB interferon-gamma release assay change after treatment of tuberculosis? Respir 

Med 2009;103:30–4.
 §§§§§ Source: Wang JY, Chou CH, Lee LN, et al. Diagnosis of tuberculosis by an enzyme-linked immunospot assay for interferon-gamma. Emerg Infect Dis 2007;13:553–8.
 ¶¶¶¶¶ Source: Janssens JP, Roux-Lombard P, Perneger T, Metzger M, Vivien R, Rochat T. Quantitative scoring of an interferon-gamma assay for differentiating active from latent 

tuberculosis. Eur Respir J 2007;30:722–8.
 ****** Source: Ozekinci T, Ozbek E, Celik Y. Comparison of tuberculin skin test and a specific T-cell-based test, T-Spot.TB, for the diagnosis of latent tuberculosis infection. J Int 

Med Res 2007;35:696–703.
 †††††† SOURCE: Soysal A, Torun T, Efe S, Gencer H, Tahaoglu K, Bakir M. Evaluation of cut-off values of interferon-gamma-based assays in the diagnosis of M. tuberculosis 

infection. Int J Tuberc Lung Dis 2008;12:50–6.
 §§§§§§ Source: Goletti D, Stefania C, Butera O, et al. Accuracy of immunodiagnostic tests for active tuberculosis using single and combined results: a multicenter TBNET-Study. 

PLoS ONE 2008;3:e3417. [E-published]. Available at http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0003417. 
 ¶¶¶¶¶¶ Source:  Liao CH, Chou CH, Lai CC, et al. Diagnostic performance of an enzyme-linked immunospot assay for interferon-gamma in extrapulmonary tuberculosis varies 

between different sites of disease. J Infect 2009;59:402–8.
 ******* Source:  Kampmann B, Whittaker E, Williams A, et al. Interferon-gamma release assays do not identify more children with active tuberculosis than the tuberculin skin test. 

Eur Respir J 2009;33:1374–82.
 ††††††† Source: Higuchi K, Kawabe Y, Mitarai S, Yoshiyama T, Harada N, Mori T. Comparison of performance in two diagnostic methods for tuberculosis infection. Med Microbiol 

Immunol 2009:198;33–7.

http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0003417
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TABLE 6. QuantiFERON-TB Gold In-Tube test (QFT-GIT) specificity,* by country in which study was conducted — four countries, 
2007–2008

Country Subjects

BCG†-
vaccinated

HIV§-
positive

QFT-GIT results TST¶ Results

% TST- 
vs. % 

QFT-GIT- 
p-value††

Inter-
pretation 
criteria**

Negative Indeterminate

Cutoff

Negative

No.  
vaccinated/ 

No. 
evaluated (%)

No. +/
No. tested (%)

No. +/
No. valid  (%)

No. +/
No. tested (%)

No. +/
No. tested  (%)

Germany§§ Children aged 
0–11 yrs w/ 
lymphadenitis

0/23 (0) NR¶¶ NR A 19/19 (100) ND*** ND 5 2/23 (9) <0.01

10 5/23 (22) <0.01

Germany§§ Children aged 
0–7 yrs w/ respi-
rator infection

0/22 (0) NR NR A 21/21 (100) ND ND 5 22/22 (100) 1.0

10 22/22 (100) 1.0

Japan††† Adult students 140/168 (83) 0/168 (0) B 158 160 (99) 6/168 (4) ND ND ND ND

Denmark§§§ High school 
students & staff

38/124 (31) 0/124 (0) C 124/124 (100) 0 (0) 10 116/124 (94) <0.01

Italy¶¶¶ Mostly adults 1/14 (7) 0/14 (0) C 14/14 (100) 0/14 (0) NR 8/8 (100) ND

 * Source: Modified from Pai M, Zwerling A, Menzies D. Systematic review: T-cell-based assays for the diagnosis of latent tuberculosis infection: an update. Ann Intern Med 
2008;149:177–84 supplemented with additional information and compared with TST specificity when available.

 † Baccilus Calmette-Guerin.
 § Human immunodeficiency virus. 
 ¶ Tuberculin skin test.
 ** “A” indicates that QFT-GIT was interpreted as positive if Tuberculosis (TB) Response was ≥0.35 IU/mL; Mitogen Response was not measured. “B” indicates that QFT-GIT was 

interpreted as positive if TB Response was ≥0.35 IU/mL and Nil was ≤ 8.0 IU/mL, as indeterminate if Nil ≥8.0 IU/mL or the TB Response was <0.35 IU/mL and the Mitogen 
Response was <0.5 IU/mL, and as negative if the TB Response was <0.35 IU/mL, the Mitogen Response was ≥ 0.5 IU/mL, and Nil was ≤8.0 IU/mL. “C” indicates that QFT-
GIT interpretation criteria were not explicitly stated.

 †† Fisher’s exact test was used by CDC to calculate 2-tailed p-values.
 §§ Source: Detjen AK, Keil T, Roll S, et al. Interferon-gamma release assays improve the diagnosis of tuberculosis and nontuberculous mycobacterial disease in children in a 

country with a low incidence of tuberculosis. Clin Infect Dis 2007;45:322–8.
 ¶¶ Not reported.
 *** Not done.
 ††† Source: Harada N, Higuchi K, Yoshiyama T, et al. Comparison of the sensitivity and specificity of two whole blood interferon-gamma assays for M. tuberculosis infection. J 

Infect 2008;56:348–53.
 §§§ Source: Ruhwald M, Bodmer T, Maier C, et al. Evaluating the potential of IP-10 and MCP-2 as biomarkers for the diagnosis of tuberculosis. Eur Respir J 2008;32:1607–15.
 ¶¶¶ Source: Palazzo R, Spensieri F, Massari M, et al. Use of whole-blood samples in in-house bulk and single-cell antigen-specific gamma interferon assays for surveillance of 

Mycobacterium tuberculosis infections. Clin Vaccine Immunol 2008;15:327–37.
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TABLE 7. T-SPOT.TB test (T-Spot) specificity,* by country in which study was conducted — three countries, 2006–2008 

Country Subjects

BCG†- 
vaccinated

% TST- 
vs. 

% T-Spot- 
p-value††

T-Spot results TST¶ results

No.  
vaccinated/ 

No. 
evaluated (%) HIV§ status

Inter-
pretation 
criteria**

Negative Indeterminate

Cutoff

Negative

No. +/
No. valid (%)

No. +/
No. tested (%)

No. +/
No. tested (%)

Germany§§ Children aged 0–11 yrs w/ 
lymphadenitis

0/19 (0) NR¶¶ A 18/19 (95) 4/23 (17) 5 2/23 (9) <0.01
10 5/23 (22) <0.01

Germany*** Children aged 0–7 yrs w/ 
other respiratory infection

0/21 (0) NR A 21/21 (100) 1/22 (5) 5 22/22 (100) 1.0
10 22/22 (100) 1.0

South 
Korea†††

High school students 131/131 (100) NR B 111/ 131 (85) 0/131 (0) 10 103/131 (79) 0.26
15 125/131 (95) <0.01

United 
States§§§

Adults with & w/o prior 
MAC¶¶¶¶ disease

0/18 (0) NR C 17/18 (94) 0/18 (0) ND ND ND ND

 * Source: Modified from Pai M, Zwerling A, Menzies D. Systematic review: T-cell-based assays for the diagnosis of latent tuberculosis infection: an update. Ann Intern Med 
2008;149:177–84 supplemented with additional information and compared with TST specificity when available.

 † Baccilus Calmette-Guerin.
 § Human immunodeficiency virus. 
 ¶ Tuberculin skin test.
 ** “A”indicates that T-Spot interpretation criteria were not explicitly stated. “B” indicates that T-Spot was interpreted as positive if a test well (with either early secretory antigenic 

target-6 [ESAT-6] or culture filtrate protein-10 [CFP-10]) contained 5 spots or more than the negative control well and had at least twice the spots as the negative control well 
and the negative control well had ≤10 spots and as indeterminate if the negative control well had >10 spots. “C” indicates that T-Spot was interpreted as positive if a test well 
(with either ESAT-6 or CFP-10) contained 6 spots or more than the negative control well and had at least twice the spots as the negative control well and as  indeterminate 
if not “positive” and the mitogen control well had <20 spots.

 †† Fisher’s exact test was used by CDC to calculate 2-tailed p-values.
 §§ Source: Detjen AK, Keil T, Roll S et al. Interferon-gamma release assays improve the diagnosis of tuberculosis and nontuberculous mycobacterial disease in children in a 

country with a low incidence of tuberculosis. Clin Infect Dis 2007;45:322–8.
 ¶¶ Not reported.
 *** Source: Detjen AK, Keil T, Roll S et al. Interferon-gamma release assays improve the diagnosis of tuberculosis and nontuberculous mycobacterial disease in children in a 

country with a low incidence of tuberculosis. Clin Infect Dis 2007;45:322–8.
 ††† Source:Lee JY, Choi HJ, Park IN et al. Comparison of two commercial interferon-gamma assays for diagnosing Mycobacterium tuberculosis infection. Eur Respir J 

2006;28:24–30.
 §§§ Source: Adams LV, Waddell RD, von Reyn CF. T-SPOT.TB Test results in adults with Mycobacterium avium complex pulmonary disease. Scand J Infect Dis 2008;40:196–

203.
 ¶¶¶ Mycobacterium avium complex.
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TABLE 8. Summary of findings of published studies evaluating QuantiFERON-TB Gold-In-Tube test (QFT-GIT) and/or T-SPOT.TB 
test (T-Spot) in tuberculosis contacts compared with tuberculin skin test (TST) when available, by country in which study was 
conducted — seven countries, 2006–2008

Country Subjects

BCG vaccinated*

TST 
cutoff Findings

No. vacci-
nated/No. 
evaluated (%)

South Africa† Children aged 5–15 yrs 115/174 (66) 10 mm QFT-GIT and TST results were associated with older age but not with recent 
or remote household contact.

Nigeria§ Child contacts & controls 
aged 1–14 yrs

187/207 (90) 10 mm QFT-GIT and TST results were associated with acid-fast bacillus (AFB) 
status of source and age for children living with AFB-negative persons and 
controls. +TST/-QFT-GIT discordance was more common in controls and 
children living with AFB-negative persons. -TST/+ QFT-GIT were more com-
mon in children living with AFB-positive persons.

Denmark¶ Adult contacts w/out BCG 0/785 (0) 10 mm TST results were associated with age but not with estimates of exposure. 
T-Spot results were associated with an estimate of exposure (cumulative 
shopping time). QFT-GIT (without mitogen) was associated with cumulative 
shopping time more so than T-Spot. 

The Gambia** Adult & child contacts 
aged ≥15 yrs

84/194 (43) 10 mm TST more strongly associated with exposure gradient than QFT-GIT (without 
mitogen). For contacts sleeping in the same room as compared with those 
sleeping in different houses, the odds ratio for a positive TST was 4.8 (95% 
confidence interval [CI] = 1.3–17.1) as compared with 3.8 (CI = 1.2–12.5) for 
QFT-GIT. 

Switzerland†† Adult & child contacts 
aged 16–83 yrs

238/295 (81) 10 mm Both TST & T-Spot results were associated with age, gender, BCG, and 
incidence of tuberculosis in country of origin, but not to any of 5 exposure 
scores.

Germany§§ Adult & child contacts w/ 
TST >5 mm

453/812 (56) NA Both QFT-GIT & T-Spot results were associated with age, AFB + or cough-
ing source, cumulative exposure time, and foreign origin.  Associations with 
TST results were not assessed.

Spain¶¶ Adults & children 128/270 (47) 5 mm TST results were associated with BCG. QFT-GIT & T-Spot results were not 
associated with BCG. Association of test results with incidence of tuberculo-
sis in country of origin was not assessed.

 * Bacillus Calmette-Guerin.
 † Source: Tsiouris SJ, Austin J, Toro P et al. Results of a tuberculosis-specific IFN-gamma assay in children at high risk for tuberculosis infection. Int J 

Tuberc Lung Dis 2006;10:939–41.
 § Source: Nakaoka H, Lawson L, Squire SB, et al. Risk for tuberculosis among children. Emerg Infect Dis 2006;12:1383–8.
 ¶ Source: Arend SM, Thijsen SF, Leyten EM, et al. Comparison of two interferon-gamma assays and tuberculin skin test for tracing tuberculosis contacts. 

Am J Respir Crit Care Med 2007;175:618–27.
 ** Source: Adetifa IM, Lugos MD, Hammond A, et al. Comparison of two interferon gamma release assays in the diagnosis of Mycobacterium tuberculosis 

infection and disease in The Gambia. BMC Infect Dis 2007;7:122.
 †† Source: Janssens J, Roux-Lombard P, Perneger T, Metzger M, Vivien R, Rochat T. Contribution of a IFN-gamma assay in contact tracing for tuberculosis 

in a low-incidence, high immigration area. Swiss Med Wkly 2008;138:585–93.
 §§ Source:  Diel R, Loddenkemper R, Meywald-Walter K, Gottschalk R, Nienhaus A. Comparative performance of tuberculin skin test, QuantiFERON-TB-

Gold In Tube assay, and T-Spot.TB test in contact investigations for tuberculosis. Chest 2009;135:1010–8.
 ¶¶ Source: Dominguez J, Ruiz-Manzano J, De Souza-Galvao M, et al. Comparison of two commercially available gamma interferon blood tests for immu-

nodiagnosis of tuberculosis. Clin Vaccine Immunol 2008;15:168–71.
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TABLE 9. QuantiFERON-TB Gold In-Tube (QFT-GIT) test results in immunosuppressed persons compared with tuberculin skin 
test (TST) results when available — 10 countries, 2006–2008

QFT-GIT results TST results
% TST+ 
vs. % 

QFT-GIT+†   

p-value†

Positive Indeterminate Positive

Country Subjects HIV* status 
No. +/

No. valid (%)
No. +/

No. tested (%) Cutoff
No. +/

No. tested (%)

Denmark§ 607 adults 607 HIV+ 27/570 (4.7) 20/590 (3.4) ND¶ ND ND ND
Chile** 116 adults 116 HIV+ 17/115 (15) 0/115 (0) 5 mm 12/110 (11) 0.50
United States†† 207 adults 207 HIV+ 11/191 (6) 10/201 (5) 5 mm 13/201 (7) 0.94

United States§§ 294 adults 294 HIV+ 25/279 (9) 15/294 (5) 5 mm 19/205 (9) 0.99

Zambia¶¶ 112 adults with 
smear + TB

59 HIV+ 37/49 (76) 10/59 (17) 5 mm 26/47 (55) 0.06
37 HIV- 31/32 (97) 5/37 (14) 25/31 (81) 0.09
16 not tested 15/15 (100) 1/16 (6) 0/14 (0) <0.01

South Africa*** 154 adults with 
Culture + TB 

26 HIV+ 17/21 (81) 5/26 (19) 10 mm 22/26 (85) 0.99
15 HIV- 11/15 (73) 0/15 (0) 5 mm 15/15 (100) 0.09
113 not tested 72/95 (76) 18/113 (16) 10 mm 67/113 (59) 0.02

Austria††† 8 adults w/TB at 
baseline

8 HIV+ 7/8 (88) 0/8 (0) 5 mm 8/8 (100) ND

Austria††† 822 adults w/o 
TB at baseline

822 HIV+ 37/775 (5) 47/822 (6) 5 mm 23/34§§§ (74) ND

United States¶¶¶ 336 adults 336 HIV+ 9/330 (3) 6/336 (2) 4 mm 7/278 (3) 0.92

Italy**** 69 TNFi†††† 

candidates
69 HIV- 22/67 (33) 2/69 (3) 5 mm 18/69 (26) 0.49

Turkey 68 adult TNFi 
candidates

68 unknown 9/61 (15) 7/68 (10) 10 mm 37/61 (61) <0.01

Switzerland§§ 142 adults with 
autoimmune 
disease

142 unknown 17/134 (13) 8/142 (6) 5 mm 46/115 (40) <0.01

Peru¶¶¶¶ 106 adults with 
rheumatoid 
arthritis

106 unknown 45/104 (43) 2/106 (1) 5 mm 27/101 (27) 0.02

 * Human immunodeficiency virus.
 † Fisher’s exact test was used by CDC to calculate 2-tailed p-values.
 § Source: Brock I, Ruhwald M, Lundgren B, Westh H, Mathiesen LR, Ravn P. Latent tuberculosis in HIV positive, diagnosed by the M. tuberculosis Specific 

Interferon Gamma test. Respir Res 2006;7:56.
 ¶ Not done.
 ** Source: Balcells ME, Perez CM, Chanqueo L et al. A comparative study of two different methods for the detection of latent tuberculosis in HIV-positive 

individuals in Chile. Int J Infect Dis 2008;12:645–52.
 †† Source: Jones S, de Gijsel D, Wallach FR, Gurtman AC, Shi Q, Sacks H. Utility of QuantiFERON-TB Gold in-tube testing for latent TB infection in HIV-

infected individuals. Int J Tuberc Lung Dis 2007;11:1190–5.
 §§ Source: Luetkemeyer AF, Charlebois ED, Flores LL, et al. Comparison of an interferon-gamma release assay with tuberculin skin testing in HIV-infected 

individuals. Am J Respir Crit Care Med 2007;175:737–42.
 ¶¶ Source: Raby E, Moyo M, Devendra A, et al. The effects of HIV on the sensitivity of a whole blood IFN-gamma release assay in Zambian adults with 

active tuberculosis. PLoS ONE 2008;3:e2489. [E-pub]. Available at http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0002489. 
 *** Source: Tsiouris SJ, Coetzee D, Toro PL, Austin J, Stein Z, el-Sadr W. Sensitivity analysis and potential uses of a novel gamma interferon release assay 

for diagnosis of tuberculosis. J Clin Microbiol 2006;44:2844–50.
 ††† Source: Aichelburg MC, Rieger A, Breitenecker F, et al. Detection and prediction of active tuberculosis disease by a whole-blood interferon-gamma 

release assay in HIV-1-infected individuals. Clin Infect Dis 2009;48:954–62.
 §§§ Tuberculin skin testing was offered only to subjects with a positive QFT-GIT.
 ¶¶¶ Source: Talati NJ, Seybold U, Humphrey B, et al. Poor concordance between interferon-gamma release assays and tuberculin skin tests in diagnosis 

of latent tuberculosis infection among HIV-infected individuals. BMC Infect Dis 2009;9:15.
 **** Source: Bocchino M, Matarese A, Bellofiore B, et al. Performance of two commercial blood IFN-gamma release assays for the detection of Mycobac-

terium tuberculosis infection in patient candidates for anti-TNF-alpha treatment. Eur J Clin Microbiol Infect Dis2008;27:907–13.
 †††† Tumor necrosis factor α inhibitor.
 §§§§ Source: Cobanoglu N, Ozcelik U, Kalyoncu U, et al. Interferon-gamma assays for the diagnosis of tuberculosis infection before using tumour necrosis 

factor-alpha blockers. Int J Tuberc Lung Dis 2007;11:1177–82.
 ¶¶¶¶ Source: Matulis G, Juni P, Villiger PM, Gadola SD. Detection of latent tuberculosis in immunosuppressed patients with autoimmune diseases: perfor-

mance of a Mycobacterium tuberculosis antigen-specific interferon gamma assay. Ann Rheum Dis 2008;67:84–90.
 ***** Source: Ponce de LD, Acevedo-Vasquez E, Alvizuri S, et al. Comparison of an interferon-gamma assay with tuberculin skin testing for detection of 

tuberculosis (TB) infection in patients with rheumatoid arthritis in a TB-endemic population. J Rheumatol 2008;35:776–81.

http://www.plosone.org/article/info%3Adoi%2F10.1371%2Fjournal.pone.0002489
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TABLE 10. Published studies evaluating T-SPOT.TB test (T-Spot) among immunosuppressed persons compared with tuberculin 
skin test (TST) when available — eight countries, 2006–2008

T-Spot results TST results

% TST+  
vs.  

% T-Spot+ 
 p-value†

Positive Indeterminate

Cutoff

Positive 

Country Subjects HIV* Status 
No. +/

No. valid (%)
No. +/

No. tested (%)
No. +/

No. tested (%)

South Africa§ 20 HIV+ adults 20 HIV+ 13/18 (72) 2/20 (10) 5 mm 10/16 (63) 0.81
23 HIV+ children 23 HIV+ 12/23 (52) 0/23 (0) 6/23 (26) 0.13

South Africa¶ 160 adults at HIV screening clinic 74 HIV+ 38/73 (52) 1/74 (1) 5 mm 35/67 (52) 0.99
86 HIV- 51/86 (59) 0/86 (0) 66/77 (86) <0.01

Germany** 286 HIV+ outpatients 286 HIV+ 66/267 (25) 8/275 (3) 5 mm 33/275 (12) <0.01

United States†† 336 HIV+ adults 336 HIV+ 14/289 (5) 47/336 (14) 5 mm 7/278 (2.5) 0.21

Italy§§ 69 HIV- TNFi¶¶ candidates 69 HIV- 21/65 (32) 4/69 (6) 5 mm 18/ 69 (26) 0.55

Hong Kong*** 134 adults w/ silicosis 134 unknown 86/128 (67) 6†††/134 (5) 10 mm 92/134 (69) 0.90

Germany§§§ 48 patients awaiting  liver transplant 48 unknown 4/48 (8) 0/48 (0) 5 mm 6/47 (13) 0.71

Canada¶¶¶ 203 patients on hemodialysis 203 unknown 72/189 (38) 14/203 (7) 10 mm 19/203 (9) <0.01

Italy**** 138 patients w/ hematologic disease 138 HIV- 61/129 (47) 6/135 (4) 5 mm 24/122 (20) <0.01

United States†††† 49 inmates w/ hx IVDU§§§§ (of 390 total in study) 49 unknown 17/49 (35) 0/49 (0) 10 mm 6/49 (12) 0.02

Greece¶¶¶¶ 70 HIV- TNFi candidates 70 HIV- 16/70 (23) 0/70 (0) 5 mm 27/70 (39) 0.07

 * Human immunodeficiency virus.
 † Fisher’s exact test was used by CDC to calculate 2-tailed p-values.
 § Source: Mandalakas AM, Hesseling AC, Chegou NN, et al. High level of discordant IGRA results in HIV-infected adults and children. Int J Tuberc Lung Dis 2008;12:417–23.
 ¶ Source: Rangaka MX, Wilkinson KA, Seldon R, et al. Effect of HIV-1 infection on T-Cell-based and skin test detection of tuberculosis infection. Am J Respir Crit Care Med 

2007;175:514–20.
 ** Source: Stephan C, Wolf T, Goetsch U, et al. Comparing QuantiFERON-tuberculosis gold, T-SPOT tuberculosis and tuberculin skin test in HIV-infected individuals from a low 

prevalence tuberculosis country. AIDS 2008;22:2471–9.
 †† Source: Talati NJ, Seybold U, Humphrey B, et al. Poor concordance between interferon-gamma release assays and tuberculin skin tests in diagnosis of latent tuberculosis 

infection among HIV-infected individuals. BMC Infect Dis 2009;9:15.
 §§ Source: Bocchino M, Matarese A, Bellofiore B, et al. Performance of two commercial blood IFN-gamma release assays for the detection of Mycobacterium tuberculosis 

infection in patient candidates for anti-TNF-alpha treatment. Eur J Clin Microbiol Infect Dis 2008;27:907–13.
 ¶¶ Tumor necrosis factor α inhibitor.
 *** Source: Leung CC, Yam WC, Yew WW, et al. Comparison of T-Spot.TB and tuberculin skin test among silicotic patients. Eur Respir J 2008;31:266–72.
 ††† Reclassified with second test.
 §§§ Source: Lindemann M, Dioury Y, Beckebaum S, et al. Diagnosis of tuberculosis infection in patients awaiting liver transplantation. Hum Immunol 2009;70:24–8.
 ¶¶¶ Source: Passalent L, Khan K, Richardson R, Wang J, Dedier H, Gardam M. Detecting latent tuberculosis infection in hemodialysis patients: a head-to-head comparison of 

the T-SPOT.TB test, tuberculin skin test, and an expert physician panel. Clin J Am Soc Nephrol 2007;2:68–73.
 **** Source: Piana F, Codecasa LR, Cavallerio P, et al. Use of a T-cell-based test for detection of tuberculosis infection among immunocompromised patients. Eur Respir J 

2006;28:31–4.
 †††† Source: Porsa E, Cheng L, Graviss EA. Comparison of an ESAT-6/CFP-10 peptide-based enzyme-linked immunospot assay to a tuberculin skin test for screening of a 

population at moderate risk of contracting tuberculosis. Clin Vaccine Immunol 2007;14:714–9.
 §§§§ Intravenous- drug user.
 ¶¶¶¶ Source: Vassilopoulos D, Stamoulis N, Hadziyannis E, Archimandritis AJ. Usefulness of enzyme-linked immunospot assay (elispot) compared to tuberculin skin testing for 

latent tuberculosis screening in rheumatic patients scheduled for anti-tumor necrosis factor treatment. J Rheumatol 2008;35:1271–6.
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Study Guide 
Session 5 

Evaluating Clinical Practice Guidelines 
Allen F. Shaughnessy, PharmD, MMedEd 

 
The aims of this session are to: 

1) Introduce you to the different types of clinical practice guidelines available to 
practicing physicians;  

2) Present some issues that threaten the validity of recommendations in practice 
guidelines  

3) Practice how to quickly and accurately evaluate clinical practice guidelines to 
determine their validity 

 
Specific Objectives: By completing the initial reading and participating in class, students 
should be able to: 

1) Quickly identify a guideline as being expert-based, evidence-based, or evidence-
linked 

2) Use the National Guideline Clearinghouse to find relevant clinical guidelines 
3) Explain financial and intellectual conflicts of interest and how they can affect 

guideline recommendations  
4) Use as set of questions to quickly evaluate a clinical practice guideline for threats to 

validity. 
 

This study guide provides an outline of the concepts necessary to meet these objectives. It 
contains hyperlinks to short videos, web pages, or articles that explain the concepts in 
other ways or in greater detail. You can follow these hyperlinks if the explanations and 
examples I’ve given you are not sufficient to help you understand and to help you complete 
the readiness assessment test.  
 
 

 
  For more information, read (optional): Standards for Developing 
Trustworthy Clinical Practice Guidelines, Institute of Medicine or How 
NICE clinical guidelines are developed: an overview for stakeholders, the 
public, and the NHS.  

 

http://www.iom.edu/~/media/Files/Report%20Files/2011/Clinical-Practice-Guidelines-We-Can-Trust/Clinical%20Practice%20Guidelines%202011%20Insert.pdf
http://www.iom.edu/~/media/Files/Report%20Files/2011/Clinical-Practice-Guidelines-We-Can-Trust/Clinical%20Practice%20Guidelines%202011%20Insert.pdf
http://www.nice.org.uk/media/62F/36/How_NICE_clinical_guidelines_are_developed_4th_edn_FIANL_LR.pdf
http://www.nice.org.uk/media/62F/36/How_NICE_clinical_guidelines_are_developed_4th_edn_FIANL_LR.pdf
http://www.nice.org.uk/media/62F/36/How_NICE_clinical_guidelines_are_developed_4th_edn_FIANL_LR.pdf


What are clinical practice guidelines? 
 

A clinical practice guideline aims to guide decisions by providing criteria regarding 
diagnosis, management, and treatment in specific areas of healthcare.  

Guidelines have been produced throughout the history and have been based on tradition or 
authority. For example, a leading book on the treatment of sexually transmitted infections, 
written by a venerated venereal authority in 1859, states:  

 

(Vidal, A-T. A Treatise on venereal diseases.) 

There is a natural tendency to turn to experts for information and authority-based 
guidelines continue to flourish. They are often called “consensus guidelines.” Frequently, 
this type of guidelines comes from professional groups or societies: 

        

 
The goal today is to have guidelines based on evidence, and most guidelines are now 
labeled as being evidence-based. Evidence-based, as we will discuss, does not necessarily 
mean “trustworthy.” 

 

http://archive.org/details/03219193.5774.emory.edu


Who produces clinical practice guidelines? 

There are more than 3,700 guidelines from 39 countries in the Guidelines International 
Network database. These come from: 
• Government agencies, e.g., The U.S. Preventive Services Task Force 
• Medical associations, e.g., The American Thoracic Society 
• Managed care organizations, i.e., insurers 
• Other organizations, e.g., The Global Initiative for Chronic Obstructive Lung Disease 
• Foundations, e.g., The National Osteoporosis Foundation 
• Advocacy groups, e.g., The American Diabetes Association 
• Commercial organizations 
• Ad hoc groups, often funded by the pharmaceutical industry, e.g., treating pain due to 

peripheral neuropathy 
• Local healthcare systems, e.g., Tufts Medical Center 
• Individual practices  

 
There are three general categories of guidelines: 

1. Authority-based guidelines: BOGSATS    

These are often called 
“consensus guidelines.” 
Frequently, this type of 
guidelines comes from 
professional groups or 
societies. These are 
developed by bringing 
together a group of experts 
who decide how to write 
the guideline. Evidence is 

likely used by the group in some way, but there is no indication 
in the guideline regarding how they found, evaluated, and 
interpreted the evidence. As a result, the quality of the 
recommendations is low.  

“Consensus: A process by which a group agrees to something 
which no individual in the group believes to be appropriate.”    
  -- Unknown 

 

  

Less kindly, authority-based 
guidelines are called 
“BOGSATS,” which stands 
for a “bunch of old guys (or 
gals) sitting around a table.” 

http://pharmacistsletter.therapeuticresearch.com/pl/Browse.aspx?dd=220807&cat=5149&pt=1&AspxAutoDetectCookieSupport=1
http://pharmacistsletter.therapeuticresearch.com/pl/Browse.aspx?dd=220807&cat=5149&pt=1&AspxAutoDetectCookieSupport=1
http://journals.lww.com/ccmjournal/Abstract/2008/04000/Quality_of_professional_society_guidelines_and.3.aspx
http://journals.lww.com/ccmjournal/Abstract/2008/04000/Quality_of_professional_society_guidelines_and.3.aspx


2. “Evidence-based” guidelines: Trust us, we have the evidence 
 
The goal now is to have guidelines based on evidence, and most guidelines are now labeled 
as being “evidence-based.” These guidelines start by identifying the clinical questions to be 
addressed by the guideline (, below). A group assembles all the pertinent evidence 
available to answer the questions into a systematic review (). A guideline development 
group evaluates the information, weighs the benefits and risks of different interventions, 
and develops a practice guideline () 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In contrast to evidence-linked guidelines, discussed below, evidence-based guidelines are 
limited by the lack of explicitness. They ask clinicians to be assured that they have used the 
evidence appropriately. Trust, though, is not part of EBM. Later in this section we will 
discuss how to identify guidelines written at this level.  
 

 

 

 



3. Evidence-linked guidelines: Here is what we think and here is the 
evidence 

 
Evidence-linked guidelines can be identified by a methods section explaining how the 
evidence was determined, how it was graded, and how it was used to inform the decision-
making behind the guidelines. Frequently this type of guideline has two documents: one 
document contains the recommendations that are linked to a second document that 
reports the evidence supporting these guidelines.   
 
 
 

 
 
 
   

Recommendations Evidence Report 



What are (potential) problems with guidelines? 
 
Fundamentally, however, it is now nearly impossible for all stakeholders to be confident of 
[clinical practice guideline] quality. 

 -- Institute of Medicine, 2011, p. 191 

Guidelines can differ markedly in their quality. A recent study showed that less than ½ of 
the 130 guidelines they evaluated met more than 50% of the requirements for good 
guideline development. Problems with guidelines include:  

• Lack of transparency. There should be a clear path from the recommendations 
back to the evidence.  

• Guidelines that don’t guide. Sometimes, recommendations are written in a 
general form that makes it hard for clinicians to understand exactly what is being 
recommended. For example, a recent depression guideline suggested that, “it is not 
unreasonable to try exercise in certain patients.” 

• Lack of systematic review of the literature. As a result, guidelines 
sometimes suffer from selective citing of research that supports a certain position, 
ignoring research that doesn’t support this position.  

 

 

 

 

 

 

 

 

 

Outline of a 
thorough 
search of the 
literature, with 
a rigorous 
method of 
deciding which 
research should 
be included. 

http://www.iom.edu/Reports/2011/Clinical-Practice-Guidelines-We-Can-Trust.aspx
http://archinte.jamanetwork.com/article.aspx?articleid=1384245


 

• Conflicts of interest. These can be financial or intellectual.  
o A financial conflict (duality) of interest can occur when a guideline developer 

receives research funding by a manufacturer of a product affected by the 
guideline, or if he or she is a paid speaker or consultant to a manufacturer or 
entity. A financial conflict of interest can also occur if a recommendation 
would result in financial benefit or harm to an organization or its members 
since a professional society has a primary responsible to promote its 
members’ interests.1 These financial arrangements may result in a conscious 
or unconscious bias.  

   Practice Guidelines: More Harm than Good? (watch only about the first three 
minutes) 

o Intellectual conflicts occur when one’s research, profession, or experiences 
unduly influence one’s ability to evaluate other types of evidence. It produces 
a sort of “tunnel vision.” See déformation professionnelle. 

   KevinMD.com: Conflicts of Interest Don’t Always Involve Money  
 
 
How do these problems affect decision-making? 
 
Clinicians are often confused when guidelines markedly differ from one another. For 
example, regarding the treatment of newborn infants with elevated bilirubin levels, the U.S. 
Preventive Services Task Force concludes:  
 

“that the evidence is insufficient to recommend screening infants for 
hyperbilirubinemia to prevent chronic bilirubin encephalopathy.” 

 
The American Academy of Pediatrics statement was published the same month and year, 
had the opposite recommendation: 
 

“. . .We recommend universal predischarge bilirubin screening, which helps to 
assess the risk of subsequent severe hyperbilirubinemia. These 
recommendations represent a consensus of expert opinion based on the 
available evidence, and they are supported by several independent reviewers.” 
 
 

                                                        
1 Quanstrum KH, Hayward RA. Lessons from the mammography wars. N Engl J Med 2010; 363:1076-1079. 
 

http://youtu.be/ppstyrLTzOI?t=19m20s
http://en.wikipedia.org/wiki/D%C3%A9formation_professionnelle
http://www.kevinmd.com/blog/2012/02/conflicts-interest-involve-money.html
http://www.uspreventiveservicestaskforce.org/uspstf/uspshyperb.htm
http://www.uspreventiveservicestaskforce.org/uspstf/uspshyperb.htm
http://pediatrics.aappublications.org/content/124/4/1193.short


 
Think about factors that might explain why these guidelines present such 
different guidance.  

 
 

 



Finding Clinical Guidelines: The National Guideline 
Clearinghouse 

http://ngc.gov/ 
 

The National Guideline Clearinghouse provides physicians and other health professionals, 
health care providers, health plans, integrated delivery systems, purchasers, and others an 
accessible mechanism for obtaining objective, detailed information on clinical practice 
guidelines and to further their dissemination, implementation, and use. The Clearinghouse 
actively searches for guidelines as well as accepts submissions from guideline development 
groups.  
 
 
 

 
 
There is some quality control regarding which guidelines are included in the Clearinghouse. 
The NGC has specific criteria for including guidelines (these are in the process of being 
updated): 

1) The clinical practice guideline contains systematically developed statements, 
strategies, or information for specific clinical circumstances; 

2) The clinical practice guideline was produced under the auspices of medical specialty 
associations; relevant professional societies, public or private organizations, 
government agencies at the Federal, State, or local level; or health care 
organizations or plans.  

3) There is evidence of a systematic literature search.  

Guidelines can be searched by 
keyword, MeSH, or by topic or 
organization. 

Users can 
create 
accounts and 
store 
guidelines or 
searches, as 
well as 
receive 
notification 
of updates.  

http://ngc.gov/


4) The full text of the guideline is available and has been developed, reviewed, or 
revised in the past 5 years.  

 
Guidelines are summarized using a template, and guidelines can be compared to 
determine differences in methodology and recommendations.  
 

 
 
Higher quality guidelines can be found by using the Advanced Search to limit results to 
guidelines with more methodologic rigor.  
 



Evaluating Clinical Practice Guidelines 
 
There are three characteristics of guidelines that must be evaluated: 

1. The methodology used to identify and use the evidence.  
2. The quality of the available evidence.  
3. The presence of conflicts of interest.  

 
You can evaluate them by following the questions below. There is a worksheet that can be 
used to keep track of the answers. Often these questions can be answered by finding the 
appropriate section of the National Guideline Clearinghouse template.  
 
Evaluating the validity of the process: Identifying flaws in the 
methodology used to identify and use the evidence 
 
The first step is to evaluate the process the guideline developers used. Evidence-based 
guidelines will describe an explicit process to finding, evaluating, and interpreting the 
evidence.  
 
1. Evidence: Are the guidelines linked to a separate, systematic review of the evidence? 
 
Recommendations in a guideline should be based on a systematic review performed by 
methodologists, not researchers in the field or the guideline development group. The 
guideline statements should be linked to this systematic review rather than requiring 
readers to trust the developers. This linkage can be quickly identified by finding evidence 
tables, balance sheets, or indicators of the strength of recommendations. Simply quoting 
selected evidence is not enough; there should be an explicit link between each 
recommendation and the corresponding aspect of the systematic review.  

 
 
 
 

NGC advanced search 

http://www.health-policy-systems.com/content/4/1/20


 
 

 
 

 
 
2. Chain of logic: Was an explicit, sensible, and transparent process used to weigh the 
risks and benefits associated with the recommendation? 
 
Since all guidelines involve the application of values and judgments to the available 
evidence, this process should be described. The guideline should explain the target 
conditions, target populations, practice settings, and audience to which the 
recommendations apply. The outcomes should be specific – “clinically effective” is not a 
suitable outcome.  
 

Strength of 
recommendation 

Balance sheet 
of benefits, 
risks and 
other aspects 
of decision-
making 

How the American 
College of Chest 
Physicians, 
sensibly, explicitly, 
and transparently 
selected outcomes 
and weighed risks 
and benefits. 



Evaluating the Validity of the Supporting Research 
 
3. Is the supporting research primarily randomized controlled trials, systematic 
reviews, or meta-analyses?  
 
The next step is to review the evidence report to evaluate the quality of the research on 
which the guidelines are based. The guideline developers should describe their process for 
assigning levels of evidence. For example, some groups consider meta-analysis and 
systematic review to be lower quality evidence on the evidence hierarchy, a view not in line 
with current evidence-based medicine thinking. Guidelines based on low quality evidence 
should be clearly identifiable, either through levels of evidence or strength of 
recommendation ratings.  
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 Examples of good grading taxonomies: 
 
  United States Preventive Services Task Force Grades of Evidence 
 
  Strength of Recommendation Taxonomy (SORT) 
 
 
 
 
 

The American 
Psychiatric 
Association’s evidence 
hierarchy, with meta-
analysis near the 
bottom of the list. 

http://www.uspreventiveservicestaskforce.org/uspstf/grades.htm
http://www.aafp.org/online/en/home/publications/journals/afp/afpsort.html


Evidence of Bias 
 
As previously mentioned, intellectual bias, profession-based tunnel vision, and financial 
conflicts of interest can influence recommendations; especially those from professional 
advocacy groups. Conflicts of interest can have conscious or unconscious effects on the 
decision-making process. From physicians to U.S. Supreme Court Justices, most people with 
conflicts of interest do not recognize the effect on their judgments. Merely declaring or 
acknowledging conflicts does not mitigate their effects. Both social science 
and neuroscience literature demonstrate that transparency alone is an insufficient solution 
because bias is often implicit and unintentional. Moreover, disclosure may not only 
normalize conflicts of interest but may also worsen bias: “disclosure can actually lead 
doctors to give biased advice, either through strategic exaggeration (whereby more biased 
advice is provided to counteract anticipated discounting), or “moral licensing” such that 
advice is legitimized because advisees “have been warned” (that is, caveat emptor or “buyer 
beware”).”  
 
 
4. Financial conflict of interest: Are most of the guideline developers free of declared 
financial conflicts of interest, especially the committee’s chair? 
 
Guidelines should contain a statement explaining the financial conflicts of interest of the 
guideline developers. The Institute of Medicine suggests that a minority of the development 
group should have conflicts and that the guideline chair should not have any financial ties.   
 

 
http://ngc.gov/content.aspx?id=34968&search=osteoporosis 

 
 

Example of a 
guideline 
development 
group with 
most 
members 
declaring 
conflicts of 
interest, 
including the 
chair. 

http://www.sciencedirect.com/science/article/pii/S0895435611003933
http://www.sciencedirect.com/science/article/pii/S0895435611003933
http://jama.jamanetwork.com/article.aspx?articleid=182115
http://articles.cnn.com/2004-03-18/justice/scalia.recusal_1_cheney-case-recuse-scalia-and-cheney?_s=PM:LAW
http://www.cbdr.cmu.edu/mpapers/CainLoewensteinMoore2005.pdf
http://cogsci.uwaterloo.ca/Articles/moral-psych.2007.pdf
http://www.tandfonline.com/doi/pdf/10.1080/15265161.2010.519226
http://www.iom.edu/Reports/2011/Clinical-Practice-Guidelines-We-Can-Trust.aspx
http://ngc.gov/content.aspx?id=34968&search=osteoporosis


5. Intellectual conflict of interest: Are the developers from a range of specialties, and 
include patients and other stakeholders? 
 
Guidelines, especially from specialty societies are at risk of an intellectual conflict of 
interest when all group members are from the same profession and are members of the 
professional society promoting and developing the guidelines. 
See: http://tinyurl.com/d5gtznv. 
 
Even if the guidelines are not self-serving, there is a tunnel vision that occurs when all 
guideline developers are looking at evidence through the same prism of experience. 
Guideline development groups should have representatives from different specialties and, 
where possible, patients or consumer advocacy groups. Ideally, a methodologist should be 
part of the group as well. 
 
Active researchers, while a source of cutting edge information, also risk being unduly 
influenced by their own research findings to the exclusion of other evidence. Evaluating for 
this bias can be accomplished by checking the author affiliations to determine whether 
they are active researchers, as well as by searching the guideline citations for publications 
by guideline development group members.  
 
6. Professional Conflict of Interest: Were the guidelines approved or modified by a board, 
executive committee, or consensus committee of a professional society before their 
release? 
 
Professional societies may not be able to provide unbiased guidance. As mentioned in 
a recent editorial,  
 

“. . . Although it is true that individual medical providers care deeply about 
their patients, the guild of health care professionals — including their 
specialty societies — has a primary responsibility to promote its members' 
interests. . . But it is a fool's dream to expect the guild of any service industry 
to harness its self-interest and to act according to beneficence alone — to 
compete on true value when the opportunity to inflate perceived value is 
readily available.” 

 
Recommendations are suspect if they are written by a specialty group and the 
recommendations would benefit that specialty group’s members. To quote an old adage, 
“Never ask a barber if you need a haircut.” 
 
 

http://tinyurl.com/d5gtznv
http://www.nejm.org/doi/full/10.1056/NEJMsb1002538


Back to instructions 

A Worksheet for Evaluating Practice Guidelines 
 
Determine Relevance  Is this guideline worth considering? If the answer to any of these 

questions is No, it may be better to read other articles first. 
 
A. Are the recommendations based on research on outcomes that patients would care about? (Be careful 

to avoid results that require extrapolation to an outcome that truly matters to patients) 

   Yes (go on )  No (stop) 

B. Does the guideline address problems common to your practice and suggest feasible interventions?  

   Yes (go on )  No (stop) 

C. Will this information, if true, require you to change your current practice? 

   Yes (go on )  No (move on to the next guideline)   

Back to instructions 

Determine Validity:    
 
D. Validity of the process: 
 
1. Evidence: Are the guidelines linked to a separate, systematic 

review of the evidence?    Yes No 
 

2.  Chain of logic: Was an explicit, sensible and transparent process used to  
weigh the risks and benefits associated with the recommendation?  Yes No 

 
E. Validity of the supporting research 
 
3.  Validity: Is the supporting research primarily randomized controlled trials,  
 systematic reviews, or meta-analyses? Yes No 
 
F. Evidence of Bias 
 
4. Financial conflict of interest: Are most of the guideline developers free  
 of declared financial conflicts of interest, especially the committee chair? Yes No 
 
5. Intellectual conflict of interest: Are the developers from a range of 
 specialties, and include patients and other stakeholders? Yes No  

 
6. Professional Conflict of Interest: Were the guidelines approved or modified 
 by a board, executive committee, or consensus committee of a professional 
 society before their release? Yes No 
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