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Abstract 

Stratospheric sonic anemometers are an emerging technology for making in situ 

wind velocity measurements in low pressure environments. This thesis explores the 

design, optimization, and high-altitude testing of a digital sonic anemometer with 

possible uses in balloon navigation, atmospheric gravitational wave research, solar 

phenomena research, and Martian atmosphere characterization. The device was flown on 

NASA’s SPARROW-3, a high-altitude balloon, out of Fort Sumner, NM, USA. The 

mission was successful, resulting in relative wind data at temperatures as low as -40 ºC 

and all the way to the balloon’s peak altitude of 38 km (3.8 mbar). The device surpassed 

all current sonic anemometers regarding maximum operational altitude. Optimization of 

firmware and software resulted in a velocity resolution of 0.1 m/s (standard deviation) 

and a three-dimensional wind measurement every 2.25 s. Further plans are to increase 

performance to a resolution of 0.01 m/s and a wind sampling rate of 10 Hz. 
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1 Introduction  

This thesis is an overview of Tufts’ ultrasonic anemometer and its most recent 

revisions and tests. It includes prior art and alternative technologies within the field of 

low-pressure stratospheric anemometers, a detailed description of Tufts’ anemometer, 

methods to optimize a digital sonic anemometer, descriptions of ground and airborne 

tests, and a brief discussion of future directions for the device. 

The goals of this project included: replacing an existing analog system with a 

digital one to increase performance, constructing and optimizing the data processing 

method, and evaluating hardware, both in a bell-jar and aboard a high-altitude balloon. 

1.1 Prior Art 

Sonic anemometers, having the ability to measure low and high-speed winds at 

both low and high pressures, have been developed in stratospheric anemometry related 

research. Some recent achievements include their use in the SENSOR and TILDAE 

missions as well as their development for the Martian atmosphere. 

Sonic anemometry was first conceptualized in the early 1950s by Barrett and 

Suomi (1949) [1] and Corby (1950) [2]. Shortly after, an exploration into signal 

processing, error analysis, and system design suggestions were made by Von dem Borne 

(1954) [3] on the subject. An analog one-dimensional system was presented in 1957 by 

Suomi [4] that operated with a continuous sound wave and phase shift recognition. Later 

revisions by Kaimal and Businger (1963) [5] included temperature as a deducible 

quantity from their device. However, a major step occurred in the 1980s with the 
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utilization of a digital system by Hanafusa (1982) [6], that could eliminate certain 

temperature dependencies that were challenging to avoid with past analog systems. Since 

then, the advances in microchip technology have led to higher wind range coverage and 

sample rate with a reduction in power consumption and cost for digital systems.  

 

Table 1, Comparison of early digital anemometer to currently available product. 

 

 Hanafusa System (1982) Gill Systems (Consumer 

Product, 2023) 

Measurement Range (m/s) 0 – 30 Up to 65 

Resolution (cm/s) 0.5 1 

Sample Frequency (Hz) 20 Up to 100 

Power Usage AC 100/115/220V±10％ 

50/60Hz 

~3.6 W 

 

There are a few active groups working on high altitude sonic anemometers. The 

main being a group from the National Space Science Center (NSSC), Chinese Academy 

of Sciences. Their system’s design and goals are similar to the Tufts system. This group 

describes a successful balloon launch to 25 km (~30 mbar) in 2019 [7]. The Stratospheric 

Environmental Responses to Solar Storms (SENSOR) campaign are developing an in 

house (Chinese Academy of Sciences) high altitude sonic anemometer for solar and 

climate research. They recently (2022) published an overview of a successful flight with 

wind measurements at and near float (25 km) [7]. The system utilizes 40 kHz transducers 

and employs an FPGA board to achieve 10 wind measurements per second. Another 

notable group that is associated with the University of Delaware launched a sonic 

anemometer from Antarctica in 2016 [8]. The Turbulence and Intermittency Long-

Duration Atmospheric Experiment (TILDAE) flew a commercial sonic anemometer with 
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minor modifications from Applied Technologies, Inc. [8]. The system used 100 kHz 

transduces with 200 wind measurements per second and operated successfully up to an 

altitude of 18 km. 

Our group is also working to develop a Martian sonic anemometer in conjunction 

with NASA and VN Instruments. Because of the similarity to Earth’s stratosphere in 

pressure and temperature, the Martian sonic anemometer can also operate at high 

altitudes on Earth [9]. In prior ground testing work, earlier versions of the system 

operated down to 6 mbar [10] and -40oC [11] in CO2. Our collaborator, Don Banfield, 

successfully flew this 1 axis device to 34.5 km with wind resolutions of approximately 

0.5 m/s in 2012 [11]. We argue that sonic anemometry can outperform current wind 

sensors, such as hot wire, by factors as large as 10 in resolution and sampling rate on 

Mars making it ideal to characterize turbulent eddy structures on Mars [12]. In this thesis 

a modified design of the Martian sonic anemometer is utilized to develop a standalone 

stratospheric balloon mounted anemometer. 

Stratospheric anemometers have promising uses in balloon navigation [13]–[16], 

gravity wave detection [17]–[19], solar activity monitoring [7], [20], and planetary 

science [10], [11]. Balloon navigation is reliant on accurate wind field measurements due 

to it being the main driving force of balloon trajectory. If the wind fields are known, 

commonly in the form of velocity relative to the balloon, a desired balloon trajectory can 

be achieved. This could involve hanging a sail much lower than the balloon in a different 

wind field or simply changing the ballast of the balloon to raise or lower itself into a 

desired wind direction. Altitude control was utilized by Loon LLC [21] to control their 

internet providing high altitude balloons. Platform stabilization, for telescopes or other 
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sensitive instruments, is largely influenced by relative winds and could be improved 

through in situ anemometry as well [22]–[24]. Abrupt horizontal wind changes of 2 m/s 

can be expected at float [25], [26] leading to platform instability. Traditionally these 

disturbances are counteracted with some form of closed loop control, however, recently 

the incorporation of more complete physical balloon models are also being developed 

[23], [24], [27]. Adding higher quality wind measurements into either of these controllers 

could improve platform stability.  

Gravity waves in the stratosphere, from earthquakes, explosions, or large storms, 

are of interest for event detection and atmospheric science [19]. Currently, experimental 

verifications for these event has been by satellite or radiosonde data [18], [28]. 

Stratospheric sonic anemometry could help verify and improve models or be used to 

collect real time data of gravitational wave events. Solar activity, which has a relationship 

to climate change [20], can also be monitored in stratospheric winds. Solar flares and 

proton events are notable solar activities with enough energy to disturb the Earth’s 

stratosphere in a violent way [7]. Due to the similarity of Earth’s stratosphere to that of 

the Martian surface, sonic anemometers have utility in measuring atmospheric 

characteristics such as eddies on Mars [12]. A major portion of the technology can also 

be used to measure gas composition instead of wind speed, with possible applications in 

characterizing a variety of planetary atmospheres [29]–[31]. Sonic anemometers aim to 

improve resolution and data frequency in low pressure environments where traditional 

anemometers are less capable. 
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1.2 Alternatives  

Anemometry in the stratosphere is exceptionally challenging due to the low 

pressure (down to 1 mbar) environment. Low air density provides relatively low 

energy/inertia in atmospheric winds. Traditionally, hot wire anemometry has been used at 

these altitudes with varying success [32], [33]. There are also proposals to use cup 

anemometers near such pressure levels with successful ground testing [34], [35]. In 

recent years, laser doppler anemometry has been making substantial advancements with 

experiments on airplanes [36]. 

Hot wire is by far the most common high altitude wind measurement device 

currently used [33]. They function by measuring the resistance of thin wire while current 

passes through it. The name ‘hot wire’ comes from the increased temperature of the wire, 

either by constant current through the wire or more commonly a specified constant 

temperature for the wire. As air velocity increases convective cooling increases leading to 

measurable changes in resistance or current through the wire. Using Reynold’s analogy, a 

flow rate can be estimated from this heat loss. Some of the challenges with hot wire 

anemometers are their calibration and favorability toward slow flow [8], [32]. Hot wire 

anemometry relies heavily on gathering environmental data, such as air temperature, 

density, and composition before accurate wind measurements can be made. These air 

conditions as well as radiative effects at higher altitudes are vital variables in complex 

nonlinear hot wire anemometer models that need to be calibrated before flight. Sonic 

anemometry has an advantage in this respect because it can measure air temperature and 

is not as affected by air density. Some of the advantages of hot wire anemometers are 

their long history of use, size (~1 cm wire lengths [8]), weight, and power consumption. 
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There are recent developments in hot wire anemometry for high altitude conditions, such 

as the use of optical fiber sensing with Fiber Braggs Grating (FBG) to more accurately 

measure heat flux [37]. 

Cup anemometers are a simple technology often used at sea level, but have their 

own challenge at low pressures [35]. Cup anemometers are a mechanical approach to 

wind measurement. They operate by measuring the rotation of cups around a solid axle 

for wind speed and a rudder to measure wind direction. These devices tend to suffer at 

high altitude from not enough kinetic energy from low density air to spin effectively. 

However, there are successful projects utilizing cup anemometers as high as 18 km 

aboard balloons (with simulated testing up to 25km) and ongoing research in the area 

[34], [35]. They do have an advantage over hot wire in that they do not need temperature 

measurements, just pressure. When compared to sonic anemometers, cup anemometers 

tend to be slightly lighter with less power requirements (Table 2) but are disadvantaged in 

calibration requirements and low flow conditions. 

Laser Doppler Anemometry (LDA) also referred to as Doppler lidar, has been 

making recent advancements in atmospheric wind measurements [36], [38]. This 

technique works by measuring the Doppler shift in light off moving particles in the air 

[39]. These laser systems tend to implement high end hardware consisting of laser 

interferometry equipment, custom FPGA boards, and high frequency analog to digital 

converters (ADC). Currently, commercial LDA systems [40] are used to measure wind 

fields around wind turbines near sea level and are relatively heavy (~45 kg). The highest 

experimental demonstration of this technology was at 12 km aboard a plane with a 5 W 

laser [41]. In comparison to sonic anemometry, LDA currently needs more power and is 
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relatively untested at high altitudes. However, like sonic anemometry, LDA does not 

need environmental data or extensive calibration to determine wind velocity [39]. 

Table 2, Comparison of alternative anemometer technologies focused on high altitude relative wind 

measurements. 

Method Accuracy 

(m/s) 

Range of 

Operation 

(m/s) 

Altitude 

Reached  

(km) 

Update 

Rate 

(Hz) 

Power

** 

(W) 

Mass** 

(g) 

References 

Sonic 0.01 - 0.1 0 - 15 25 – 38+ 1 - 200 ~1 ~200 [7], [8], 

[10] 

Cup 0.1 1.5 - 22* 17 - 25* 1 <1 ~100 [34], [35], 

[42] 

Hot Wire Varying Highly 

Variable 

40 1 - 2k <1 <100 [8], [32], 

[33], [43] 

Laser 

Doppler 

(Lidar) 

0.1 0 - 150 12 1 - 16 >3 - 

45 

1k - 

45k 

[36], [39]–

[41], [44]–

[46] 
+Achieved in this thesis, 25 km in referenced studies. 

*In a lab setting opposed to on a balloon. 

**Records are sparse in literature, some of these are estimates based on similar hardware. 

 

1.3 Contributions 

This thesis presents the creation and testing of a high-altitude digital sonic 

anemometer that successfully operated at an altitude of 38 km. The system presented was 

the first sonic anemometer to operate this high. Custom software and hardware were also 

developed to produce the device. 

1.4 Sonic Anemometry 

Sonic anemometers function by measuring either the phase shift or more 

commonly the Time of Flight (ToF, or Time of Arrival, ToA) of sound wave through air 

[8], [34], [47]. By comparing the difference in propagation time (or phase for analog 

systems) in opposite directions along a given axis a velocity measurement can be 
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obtained. A basic single axis transducer configuration can be seen in Figure 1 with 

subsequent equations detailing the process for velocity extraction from ToF data. 

  

Figure 1, Basic sonic anemometer diagram. 

 

Assuming the wind velocity 𝒗12 = −𝒗21,  

 

 

𝑇𝑜𝐹12 =
𝐿

𝑐 + 𝒗12
 (1) 

 

𝑇𝑜𝐹21 =
𝐿

𝑐 + 𝒗21
 

 

(2) 

 

𝑐 =
𝐿

2
(

1

𝑇𝑜𝐹12
+

1

𝑇𝑜𝐹21
 ) 

 

(3) 

 

𝒗12 =
𝐿

2
(

1

𝑇𝑜𝐹12
−

1

𝑇𝑜𝐹21
 ) 

 

(4) 
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where 𝑐 is the speed of sound. This is a general way to determine the speed of 

sound and wind velocity along the transducer axis from Time of Flight. Note that the 

wind velocity and speed of sound equations do not rely on air conditions such as pressure 

or temperature for sonic anemometry. This is a distinct advantage over hot wire and cup 

anemometers that depend on environmental conditions for accurate measurements. A 

major goal of this thesis is to introduce a system that replaces an existing analog system 

(similar to Suomi or Kaimal and Businger’s anemometer) with a digital one based on 

ToF. With equations 1-4, a digital time domain device can deliver reliable data without a 

reliance on temperature as a variable just like Hanafusa’s digital anemometer. The 2π 

ambiguity of phase shift measurements can be eliminated with ToF based calculations 

making in situ measurements more straightforward. 

A notable challenge with high altitude sonic anemometers is a reduction in 

acoustic source strength and attenuation. For a given volume velocity source, acoustic 

source strength is proportional to density. For example, if an acoustic source moves from 

1000 mbar at sea level to 4 mbar at an altitude of 38 km the resulting signal level drops 

48 dB. In addition, attenuation caused by sound absorption is a function of pressure and 

sound frequency [7]. Lower pressure and higher frequency sound increase sound 

absorption leading to weaker signals and lower Signal to Noise Ratios (SNR). Similar 

signal strength losses arise in most anemometry methods (i.e. cup and hot wire) due to 

reduced density with the exception of technologies that can average single molecule 

measurements such as LDA [38]. If air density reduces, so does its measurability, 

especially in relation to physical systems that rely on thermal or kinetic energy. When the 

SNR of a desired signal becomes too small, interference from structural vibrations and 
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electrical crosstalk can cause errors in all forms of anemometry. To combat this 

challenge, sonic anemometers must be carefully designed to minimize noise from both 

electrical and structural crosstalk, and sufficiently amplify both the transmitted and 

received signals. Careful attention must also be paid to signal processing methods and 

their handling of coupled noise from crosstalk. This thesis will explore these issues on the 

Tufts stratospheric sonic anemometer platform. 
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2 The System 

2.1 Hardware 

 The complete sonic anemometer, shown in Figure 2 and Figure 3, was 

comprised of an STM32 L476RG development board, a custom interfacing daughter 

board for the STM32, a custom amplification/multiplexor board, a Raspberry Pi 3, a 

custom aluminum octahedral head, CUI 40 kHz transducers, a SparkFun Thing Plus 

SAMD51, two resistive thermometers, a pressure sensor, two IMU units, a GPS unit, a 

±15/5v power supply, and all the necessary wires and enclosures for connectivity and 

protection. The focus of this thesis is on the STM32 development board and its 

accompanying daughter board as they are new additions from Tufts’ previous analog 

anemometer system. The whole system was powered by incoming 24 V from either a 

bench top power supply or the gondola’s main LiPo battery during flight (~24V). 
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Figure 2, Diagram of entire system. Note that dashed lines represent DC power and solid lines 

indicate data transfer. 
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Figure 3, Photo of assembled system (left) and view inside dry box (right). 

 

The STM32 L476RG is a consumer chip designed for microcontrollers with low 

power goals. It incorporates a 32-bit Arm Cortex-M4 processor running at up to 80 MHz 

with 128 KB of SRAM. This specific chip was chosen due to having multiple Audio to 

Digital Converters (ADCs), a Digital to Analog Converter (DAC), and multiple Direct 

Memory Access (DMA) controllers all on the die. Early testing with lower spec chips (L0 

and F4 variants) that lacked enough ADCs and DMA controllers accentuated the need for 

these features. During operation of the microcontroller, the main processor was clocked 

at 74 MHz, the ADCs at 2.933 Msps, and the DAC at 4.111 Msps. The DMA controllers 

were important, as they greatly accelerated the transfer of time domain signal data from 

RAM to the DAC and from the ADCs to RAM. Some experimentation with DMA 

controlled data transfer to the Raspberry Pi was also conducted, but this was incomplete 

before flight and the system ultimately used a CPU based method over USB serial. See 

the Software section for more detailed explanation of data routing. The development 
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board drew ~0.5 W during operation, while the entire system consumed ~5.3 W under 

full load. The L476RG was powered by USB from the Raspberry Pi, and data was also 

handled by USB between the microprocessor and the Pi. 

 

Figure 4, Image of STM32 L476RG development board courtesy of Amazon (https://a.co/d/cRKlf5k) 

 

The interfacing daughter board was specifically made for the STM32 platform to 

connect with existing hardware. Based on a standard 4-layer PCB, the board was 

designed in PCB123 and manufactured by SunStone Circuits. It was comprised of two 38 

pin banks with the same dimensions as the pins aboard the STM32. These pins were used 

for ADC signals, signals produced from the DAC, Active Gain Control (AGC) 

interfacing, transducer channel selecting, and an enabling bit for the amplification boards. 

The analog signal traces were terminated with male SMA connections, which were the 

standard on the amplification/multiplexor board. The digital signal traces were terminated 

with 6 pin vertical headers. Traces carrying analog signal were structured in a way to 

reduce crosstalk by incorporating perpendicular trace intersections and grounded parallel 

shielding. This shielding can be seen on the “A   N” trace of Figure 5. The overall 

dimensions of the board were based on a previous board design that contained analog 

https://a.co/d/cRKlf5k


15 

 

phase measurement chips and n Arduino. The analog board also implemented SMA 

connectors and 6 pin headers for its operations of external peripherals. Due to a 

discrepancy between the ADC requiring voltages from 0 to +3.3 V and the amplification 

board producing -1.5 to +1.5 V signals, a DC blocking capacitor of 100 nF in conjunction 

with a voltage divider comprised of two 5 kΩ were added. A mistake in the daughter 

board design was the neglecting of a DC blocking circuit on the DAC output side as well. 

This was remedied by soldering a 10 nF capacitor in line with the signal and a  0.  kΩ 

resistor to ground directly onto the PCB traces after an excision was performed with an 

Exacto blade. A future revision has already been designed with this key oversight 

remedied and dimensional changes to improve fit in the enclosure. The daughter board 

was constructed by conventional means (soldering iron). 

 

Figure 5, PCB123 daughterboard layout (left) and photo of unpopulated PCB (right). 

 

The amplification and multiplexor boards utilized for this project were designed 

previously for use with the analog system. The board contained amplifiers to drive the 
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transducers as well as amplifiers to increase received signals. The other main function of 

the board was to direct signals with multiplexors so that the same amplifying circuits 

could be used for all 3-axis pairs in both directions. There was only one modification to 

the board in order to work efficiently with the new digital system, a gain change on one 

of the amplifiers that drove the transducers. This was achieved by replacing one of the 

op-amp’s resistors with one of lower value. The change allowed for the full range of the 

microcontroller’s DA  to be utilized thereby increasing the output resolution. Another 

approach could have been to change the reference voltage of the DAC itself to garner a 

similar effect. Without this gain change, the transducer amplifier was clipping and 

attempting to produce signals larger than ±15 V. The boards were manufactured using 

standard surface mount stenciling methods. 

The Raspberry Pi 3 acted as the main control unit, storing information from all the 

sensors (i.e. temperature, GPS, IMU, etc.) and sending commands to the L476RG. The Pi 

was powered directly by the 5 V rail on the power supply, and automatically started 

recording when plugged into the gondola battery before launch. Most of the external 

sensors were connected to the Raspberry Pi with a USB powered microcontroller 

(SAMD51) which helped to distribute power and organized the incoming sensor data. 

A purpose-built aluminum octahedron was utilized to house the transducers. This 

structure was repurposed from previous research and was not modified in any way for its 

use with the digital anemometer. The octahedron points were constructed from rapid 

prototyped aluminum, they incorporated transducer pockets and holes for aluminum 

connecting rods along the octahedron edges. The regular octahedron geometry allows for 

equal distance between three perpendicular transducer pairs allowing for wind velocity 
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characterization in three-dimensional space. Prior to this thesis, this design was shown to 

be a very rigid structure when qualitatively compared to designs that do not utilize beams 

between each octahedral point (see Figure 32 of the Appendix for a picture of an 

octahedron design without select beams between point). 

The use of CUI transducers (CUSA-TR80-15-2000-TH) with operating 

frequencies around 40 kHz was chosen with hopes to reduce structural vibrations, which 

were a major source of crosstalk in a previous design using solid-body transducers. The 

CUI transducers were designed such that the sound producing diaphragm was only 

connected to the driving piezoelectric, this contrasted with previously used PUI drivers 

which had diaphragms that were attached to both the piezoelectric and the body of the 

transducer (see Figure 6). Prior to this thesis, a switch to CUI drivers came from the 

hypothesis that the freer floating diaphragm would be coupled to the air alone and not 

transmit undesirable vibrations through the rest of the octahedron. This thesis includes 

the first utilization of CUI transducers in the Tufts anemometer during flight. 40 kHz has 

been a common frequency for low pressure operation as it balances resolution (based on 

wavelength) and attenuation. At higher frequencies, one could increase wind resolution, 

however, higher frequencies tend to attenuate more leading to lower signal strength. Even 

at 40 kHz there was noticeable noise at low pressures due to amplifier noise in the 

electronics, see Figure 39. The transducers were driven with roughly 25 Vp-p signals 

from the transmission amplifier aboard the Amplification/Multiplexor board. A notable 

downside to using the CUI drivers was their narrow resonant peaks (high Q factor) as this 

made producing a wide band acoustic signal difficult (see Ground Test Discussion). 
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Figure 6, Example of PUI and CUI transducer construction. Note the solid construction of the PUI 

and the vibrating diaphragm under a wire mesh on the CUI. 

 

A SparkFun Thing Plus SAMD51 was used as an intermediation controller 

between many of the systems sensors and the Raspberry Pi. The microcontroller drew 

power and transmitted data over USB to the Pi and connected to sensors with Spar un’s 

qwiic (I2C) system. The qwiic protocol allowed for sensors to be daisy chained together 

greatly reducing the need for available ports (the Pi only had 4 USB ports), see Figure 2. 

The only sensor not attached to the SAMD51 was a secondary IMU unit (VN100). 

The system included two temperature sensors, a PT100 (resistive temperature 

detector) and a T-type Thermocouple. Both were placed by the octahedral head and were 

connected to the SparkFun SAMD51. 

Two types of thermometers were utilized for their varying properties. The PT100 

was chosen for its superior accuracy and the T type thermocouple for its ability to 

equilibrate quickly. In this iteration of the flight system, both temperature sensors were 

exposed to direct sunlight. Figure 23, shows a noticeable temperature bias during balloon 

float between the temperature sensors placed near the octahedra head and a sensor hidden 

from sunlight (NASA’s sensor). A temperature sensor within the ST  2 L467R  chip 

also reported data, however, this sensor was not used for any atmospheric 
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characterization since it resided in the electronics box and was purely utilized to monitor 

chip functionality.  

 

Figure 7, Photo of thermometers and CUI transducers on the custom alumium octahedron head 

before balloon launch. Note the large thermal mass of the PT100 compared to the Thermocouple. 

 

A Pressure sensor on board was attached to the SAMD51 through the daisy chain. 

The BMP390 sensor by Bosch Sensortec had an operating range of 1250 mbar down to 

300 mbar. The planned use for the system was up to an altitude above 30 km (below 11 

mbar), which posed a problem for this sensor. Ultimately, a sensor from NASA’s system 

was used for pressure measurements at high altitudes as it could operate below 300 mbar. 

Pressure was not a vital variable in any signal processing methods. The only case where 

pressure was a notable metric was in bell jar testing, where it was a substitute for altitude 

and derived from a lab grade capacitive manometer. 

Two onboard Inertia Measurement Units (IMU) devices (VN100 and BNO080) 

were incorporated into the system. They were largely not used in the scope of this thesis, 

however their information could be useful in more extensive evaluation of the orientation 
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relative to world coordinates. The BNO080 was connected to the SAMD51 and the 

VN100 directly to the Raspberry Pi over USB. 

A Global Positioning System (GPS) was connected directly to the Pi over USB. 

This device provided accurate time and position data to the rest of the data set and was 

vital in benchmarking the performance of the system. The position data could be turned 

directly into velocity data, thus giving a platform for comparison with the anemometer 

results. Flight metrics such as ascent velocity and the buoyancy frequency could be found 

with vertical GPS measurements.  

A CUI INC. PYB30-Q48-T515-U power supply converted the gondola power 

(~24 V) to ±1  V for the transducer driving amps and +  V for the Raspberry Pi. The Pi’s 

USB hub acted as a power distribution point for many of the systems sensors and the 

STM32. 

2.2 Software 

The sonic anemometer utilized three main pieces of software; the main firmware 

on the STM32 which produced and recorded transducer signals, scripts on the Raspberry 

Pi that commanded sensors and stored their data, and a MATLAB algorithm that 

processed time-domain sensor data into velocity data post flight. 

Since the STM32 was entirely new to the anemometer system considerable effort 

was placed into its code development by the author. STM32CubeIDE 1.7.0 was used for 

programming and flashing of the development board. The Integrated Development 

Environment (IDE) worked well with a set of preconfigured settings and firmware. The 

device had to conduct two main operations: produce and record short segments of sound 
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(on the order of 10 ms) simultaneously. The production of a sound signal was handled by 

first the onboard synthesis, then production with the DAC. The signal was generated on 

startup or after any alternations to the desired start or end frequencies. It consisted of a 

linear chirp equation with a Tukey window function. The linear chirp was written in a 

for-loop and defined by, 

 

𝑥(𝑡) = 𝐴 ∗ cos (𝜔0𝑡 +
(𝜔0 −𝜔1)𝑡

2

2𝑀
) (5) 

 

 

Where A is the amplitude, 𝜔0 is the staring frequency, 𝜔1 is the ending frequency, 

and M is the length of chirp. Since this was changeable through the command handling 

functions, a chirp could be altered into a pure sinusoid by setting 𝜔0 and 𝜔1 to the same 

value (the desired frequency). The Tukey window was also written in a for-loop and then 

multiplied datapoint by datapoint (i) in accordance with, 

𝑖𝑠 = 0.5𝛼(𝑁 − 1) 

𝑥(𝑖) =

{
  
 

  
 0.5(1 + cos (𝜋 (

𝑖

𝑖𝑠
− 1))) , 𝑖 < 𝑖𝑠

1, 𝑖𝑠 < 𝑖 < 𝑒𝑛𝑑 − 𝑖𝑠

0.5(1 + cos (𝜋 (
𝑖

𝑖𝑠
−
2

𝛼
+ 1))), 𝑒𝑛𝑑 − 𝑖𝑠 < 𝑖 < 𝑒𝑛𝑑

 

 

 

(6) 

 

 

Where N is the length of data points and 𝛼 is a constant that controls window size. 

For the purpose of this study, an 𝛼 = 0.5 was used throughout. An example of 
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implementing the linear chirp and Tukey equations into C can be found in the Appendix 

at Figure 33. 

Ensuring the timescale was accurate, and therefore producing the correct 

frequency, involved modifying internal timers and clocks. The discretization of the above 

continuous equations had to be conducted carefully to produce a desired sinusoid 

frequency. The DAC was clocked at 74 MHz with an 8 counter with a pre-scaler of 1 by 

following the DAC equation provided in the STM32 manual, 

𝐹𝑟𝑒𝑞𝑂𝑈𝑇 =
𝐹𝑟𝑒𝑞𝐶𝐿𝑂𝐶𝐾

𝑆𝑖𝑛𝑒𝑃𝑒𝑟𝑖𝑜𝑑𝐵𝑖𝑛𝑆𝑖𝑧𝑒(𝑃𝑟𝑒𝑆𝑐𝑎𝑙𝑒 + 1)(𝐶𝑜𝑢𝑛𝑡𝑒𝑟 + 1)
 

(7) 

 

To achieve the desired waveform and ample resolution a SinePeriodBinSize of 

~200 was used. An overall bin of 8192 allowed for a 2 ms long sinusoid and 

approximately 80 cycles to be produced. Using a DMA controller, the waveform was 

delivered to the DAC which produced the signal on one of the ST  2’s pins, see Figure 

8. The resulting frequency was verified with an oscilloscope. 

 

Figure 8, Graph of 41 kHz Tukey windowed burst produced on the STM32 DAC and captured with 

the STM32 ADC. 



23 

 

 

The signal receiving (ADC) code was simpler in relation to the clocks, however, a 

problem of enough RAM became a limiting challenge. With only 128 KB, storing the 

signal to be transmitted (8192 uint32 = 32 KB) and two received signals (2x8184 uint16 

+ 16368 uint16 = 66 KB) populated most of the RAM. Due to the high memory 

throughput of the system, RAM was the only form of memory used. The onboard flash (1 

MB) was only utilized for information used in system initialization. Optimizing memory 

management involved increasing the system’s resolution within a limited RAM space. 

The ADC ran at 2.933 Msps based on a 44 MHz clock and 15 clock cycles needed to 

resolve a single point. See Appendix Figure 34 for the system’s clock configuration. 

All major internal data transfers were handled with DMA controllers. This 

included RAM to DAC and ADC to RAM transfers. Direct Memory Access allowed the 

code to operate ~5-10x faster than without it. Its implementation was necessary due to the 

system completing a full cycle (send and receive 6 chirps with the offloading of all the 

received signals) in 2.25 s with DMA making it rather slow when compared to a desired 

goal of 10 Hz (0.1 s cycle time). Even with DMA the system could benefit from further 

optimization. Other onboard sensors, such as the temperature, GPS, pressure, and IMU 

units from the SAMD51, were less important and were run at 5 s intervals to conserve 

resources. Select settings from the IDE relating to DAC, ADC, UART, and DMA 

configuration can be found in Figure 35 of the Appendix. 

Other than signal production, capture, and off-boarding; the STM32 needed a 

script to handle incoming commands from the Raspberry Pi. These commands were sent 

over serial and included: chirp frequency modifiers, chip temperature indicators (sent 
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over serial when requested), enabling of transducer amplifiers (handled with a GPIO pin 

on the STM32), selection of transducer pair (also GPIO controlled), changing of receiver 

gains, and the requests for time domain signal data from the board. All commands were 

sent directly over serial to the STM32 USB UART connection which triggered an 

interrupt prompting the code to read the alpha-numeric command and initiate the relevant 

code. This system worked well in testing but was limited to two character inputs and 

would report an error if the character length was inappropriate. 

Table 3, Serial commands recognized by the STM32 firmware when sent over UART (USB). 

Command STM32 Action 

T1, T2, T3, T4, T5, T6 Selects transducer for transmission 

G1, G2, G3 Selects gain of receiver amplifiers (0 dB, 20 dB, 40 

dB) 

S1, S2, S3, S4 / S5, S6, S7, S8 Sends time-domain signals in 4 part chunks (S1-

S4/S5-S8) for received / transmitted signals 

E1, D1 Enables and disables transducer amplifiers 

V1 Initiates signal production and capture 

C1 Sends internal temperature of STM32 MCU 

1U, 1D Raises (1U) and lowers (1D) the chirp start 

frequency, 𝜔0, by 1 kHz 

2U, 2D Raises (2U) and lowers (2D) the chirp end 

frequency, 𝜔1, by 1 kHz 

 

When data was passed off to the Raspberry Pi with the S commands it had to be 

broken up into smaller chunks. This was due to the limited buffer size of the Linux 

(Raspbian OS) kernel. Without modification, the UART/Serial buffer of the Pi had a 

maximum of 4 KB making it 4 times smaller than a captured signal of ~16 KB. By 

splitting the signal up into 4 chunks, a chunk of data could be sent over to the Pi then 

stored briefly in a Python script where it was then combined with the 3 subsequent parts 

and then saved to the system’s SD card. While this workaround achieved the desired 
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result, an optimized transmission method (possibly changing the protocol or keeping 

wind velocity calculations on the STM32) could increase performance. For increased 

performance, the uint16 signal values were sent in binary over serial to conserve 

characters. For example, serial generally uses a char value which takes up 8 bits per 

character (i.e. 4094=4 bytes or 32 bits), but when binary is utilized a value such as 4094 

only uses 12 bits. This was used to increase the throughput of the 1 Mbit/s UART 

controller. 



26 

 

 

Figure 9, Diagram of STM32 data transfer structure. 
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The Raspberry Pi began running Python scripts when it was turned on by placing 

a file in the boot directory. This insured full coverage of any flights because gondola 

power was only activated right before flight. The scripts had one main goal, intake sensor 

information and save it to the Pi’s internal storage. One program took data from the   U, 

pressure, GPS, and temperature sensors every 5 s and wrote them to a .csv file. A second 

program took data from an additional IMU sensor (VN100) and wrote it to a .csv file. The 

final Python script interfaced with the STM32 to produce a .csv file for organization, 

internal temperature, and set gain. In addition, the production of time domain signal files 

created and stored with the .bin extension. This last program sent out commands to the 

STM32 guiding it to systematically produce signals on all 6 of its transducers and send 

the resulting data back after each received signal. It took the aforementioned chunks and 

combined them into a full continuous received waveform. The Active Gain Control 

(AGC) was also handled in this script. By finding the maximum magnitude of the signal 

the program would command the STM32 to change gains when the incoming signal was 

too low or too high. During initialization, frequencies for both the beginning and end of 

the chirp were set by sending the appropriate commands to the STM32. 

Post processing of the flight data was conducted exclusively in MATLAB. This 

included telemetry, environmental, and time domain anemometry data handling code. 

The telemetry and environmental data processing was straightforward, usually resulting 

in a graph. Conversely, the anemometry data processing methods were undefined before 

this study and needed to built up and verified. 
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3 Ground Test 

Before flight, the system needed to be evaluated for mechanical strength, power 

consumption, weight, and environmental readiness. The sensor head was modeled in FEA 

and physically tested by applying a 10 g (10 times static load) lateral load to ensure 

sufficient mechanical strength. The sensor head by itself massed 180 g including frame, 

transducers, and internal cables. The telemetry sensors and datalogging and control 

electronics massed 960 g. The enclosure (Polycase hardbox) massed 1.4 kg, and 2 m of 

cables between the sensor head and electronics massed 500 g. Therefore, the total mass of 

the system was 3.0 kg, although more than half of this was the enclosure and cables. 

Total power draw for the system was 5.3 W. The microcontroller by itself consumed 300 

mW under full load. The amplification boards consumed 1.2 W, and the Raspberry Pi and 

telemetry sensors consumed 2.5 W for a 4.0 W total. The DC-DC power converter was 

75% efficient resulting in 5.3 W of required power. A post processing method was 

needed to convert time domain signals into accurate wind velocity. This was 

accomplished by using data gathered with the sensor head in a bell jar and MATLAB. 

Comparisons of physical model (transfer function) use, chirp bandwidth, interpolation, 

and correlation methods were made to determine an optimal approach to post flight data 

processing. These are described in the remainder of the chapter. 

3.1 Transducer Model 

This thesis explores the implementation of a transducer model to evaluate its 

usefulness in increasing accuracy and reducing ambiguity. A spring-mass-damper model 
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was used to fit the acoustic transmission mode measurement of the transducers. This 

resulted in a transfer function of, 

𝑇𝐹(𝑠) =
𝑂𝑢𝑡𝑝𝑢𝑡

𝐼𝑛𝑝𝑢𝑡
=

𝜔𝑛
2

𝑠2 +
𝜔𝑛
𝑄 + 𝜔𝑛2

 
(8) 

  

Where 𝜔𝑛 is the natural frequency and Q is the Q-factor (akin to the inverse of 

damping) of the transducers. The model was applied twice to the reference signal, once 

for the transmitting transducer and once for the receiving transducer. The modified 

reference signal was then used for correlation with the received signal. The goal was to 

remove any effective delays produced by the phase lag in the transducers themselves. A 

similar procedure could be used to correct for the amplifier transfer functions and 

diffraction, but was not implemented in this work. The implementation of the transfer 

function in MATLAB can be found in Figure 38 of the Appendix. 

3.2 Correlation Methods 

Research on different ways to obtain ToF from time domain waveforms is quite 

vast [47]–[52]. Many include Fast-Fourier-Transform (FFT) for implementation 

flexibility. For this high-altitude anemometer, a few common methods were chosen for 

comparison: FFT Cross-Correlation (FFT-CC), Generalized Cross-Correlation with Phase 

Transform weighting (GCC-PHAT), and Phase Shift (PS). 

3.2.1 FFT-CC 

By taking the Fourier Transform of both the transmitted, 𝑠𝑇𝑋(𝑡), and received, 

𝑠𝑅𝑋(𝑡), signals then multiplying them together creates a cross-spectrum in the frequency 
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domain [50]. An inverse Fourier Transform brings the cross-spectrum into the time 

domain and a max correlation position can be found for ToF. Note that the cross-

correlation method proposed in this study is identical to calculating the discrete 

covariance of the two signals. 

𝑆𝑅𝑋(𝜔) = 𝐹𝐹𝑇(𝑠𝑅𝑋(𝑡)) 

 

(9) 

 

𝑆𝑇𝑋(𝜔) = 𝐹𝐹𝑇(𝑠𝑇𝑋(𝑡)) 

 

(10) 

 

𝑆𝐶𝐶(𝜔) = 𝑆𝑇𝑋
∗ (𝜔) ∗ 𝑆𝑅𝑋(𝜔) 

 

(11) 

 

𝑠𝐶𝐶(𝑡) = 𝐼𝐹𝐹𝑇(𝑆𝐶𝐶(𝜔)) 

 

(12) 

 

𝑇𝑜𝐹 = 𝑡 @ 𝑀𝑎𝑥(𝑠𝐶𝐶(𝑡)) 

 

(13) 

 

 

This method greatly resembles the functions: “xcorr” in  ATLAB [53] or 

“arm_correlate” in the   S S DSP library [54] for ARM processors. The latter being a 

library native on the STM32 platform. Since the FFT algorithm is widely utilized in 

computation, FFT-CC is a well-established method for convolution. However, it has 

some limitations in ToF calculations. Without subsampling, it is limited to a resolution 

equal to the sampling rate of the input waveforms. The method also benefits from 

complex signals with diverse frequency content, which can limit hardware choices and 
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increase signal production time. Figure 37 of the Appendix shows the MATLAB code 

used for FFT-CC in this thesis. 

3.2.2 GCC-PHAT 

GCC-PHAT follows a similar procedure to FFT-CC with the addition of a 

weighting factor in the frequency domain. 

 

𝑆𝐶𝐶(𝜔) =
𝑆𝑇𝑋
∗ (𝜔) ∗ 𝑆𝑅𝑋(𝜔)

|𝑆𝑇𝑋
∗ (𝜔) ∗ 𝑆𝑅𝑋(𝜔)|

 (14) 

 

 

this was accomplished in  ATLAB with “gccphat” [55]. GCC-PHAT has been 

shown to reduce variance in ToF calculations in situations where the received signal 

contains additional signals (usually from reflections or alternate transmission paths) that 

arrive close in time to the main signal [50]. Computationally it is similar to the standard 

FFT-CC with only the addition of a division before the inverse FFT. However, the 

algorithm is more sensitive to noise and can perform poorly when the received signal has 

an SNR below 7 dB [49], [50]. There are other weighting factors such as SCOT, ROTH, 

Weiner, Eckhart, etc. used in ToF measurements. Some of these methods aim to improve 

performance in low SNR conditions but are outside the scope of this thesis. 

3.2.3 PS 

The phase shift method can be thought of as an equivalent ToF for a fluctuation in 

phase [5]. The flow velocity can be found with equations (1) and (2) and the following, 
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∆𝑇𝑜𝐹 =
∆𝜑

𝜔
 

 

(15) 

 

∆𝜑 = 𝜔(𝑇𝑜𝐹12 − 𝑇𝑜𝐹21) 

 

(16) 

 

∆𝜑 = 𝜔 (
𝐿

𝑐 + 𝒗12
−

𝐿

𝑐 − 𝒗12
) 

 

(17) 

 

∆𝜑 =
2𝜔𝐿𝒗12

(𝑐 + 𝒗12)(𝑐 − 𝒗12)
 

 

(18) 

 

𝑖𝑓 𝒗12 ≪ 𝑐, 𝑡ℎ𝑒𝑛 

𝑣12 ≈ (
𝜑12 − 𝜑21
2𝜔𝐿

) 𝑐2 

(19) 

 

 

where 𝜔 is the drive frequency of the transducer and 𝜑 is the phase found from 

the FFT of the received signal. The speed of sound can be found through the summing 

received signal phases. Although an offset terms must be added to account for total initial 

phase shift in the system under a no flow condition at a known speed of sound, 𝜑0 and 

𝑐0. 

 

𝜑12 + 𝜑21 =
−2𝜔𝐿𝑐

(𝑐 + 𝒗12)(𝑐 − 𝒗12)
+ 𝜑0 

 

(20) 
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𝑖𝑓 𝒗12 ≪ 𝑐, 𝑡ℎ𝑒𝑛 

𝜑12 + 𝜑21 ≈
−2𝜔𝐿

𝑐
+ 𝜑0 

 

(21) 

 

1

𝑐
≈
−(𝜑12 + 𝜑21 − 𝜑0)

2𝜔𝐿
+
1

𝑐0
 

 

(22) 

 

 

Note that this method needs an initial speed of sound, 𝑐0, and phase shift. The 𝜑 

signals are the change in received phase from the reference phase measured at 𝑐 = 𝑐0. 

There is a challenge in using phase which is the 2π ambiguity of single tone phase 

measurements [5], [6]. Resolving the 2π ambiguity requires either multiple frequencies to 

be used or a time domain unwrapping method [1], [5]. 

3.3 Interpolation Methods 

Interpolation in cross correlation methods is quite common when evaluating ToF 

[51], therefore a comparison of interpolating the time domain signals and/or FFT-CC data 

was conducted. Both cubic spline [7], [56] and lowpass [57] interpolation were also 

compared. Cubic spline was used by other sonic anemometer researchers [7] and lowpass 

is the native  ATLAB algorithm for interpolating data (“interp” function [57]). Since the 

signals and FFT-CC results are sinusoidal, subsampling on a cubic or frequency bases is 

assumed to be an appropriate approach with minimal bias errors [51]. Lowpass 

interpolation is also referred to as ‘reconstruction interpolation’ or ‘zero-padding (in the 
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frequency domain)’ as it uses the frequency make up of the waveform to build a higher 

resolution version of itself. 

3.4 Test Methods 

Ground testing was performed with the sensor head inside an 18 inch diameter, 30 

inch tall glass bell jar. To reduce variability during ground testing, pressure, gas 

composition, and temperature were closely monitored. Internal gasses were evacuated 

with a rotary vane pump to a base pressure of 0.1 mbar. Both a capacitive monometer and 

thermocouple vacuum gauge were used to monitor pressure. Dry air (20-22% O2, 78-80% 

N2, <7 ppm water vapor) was used for back filling. The temperature of the air was 

monitored using three T-type thermocouples at various heights. Temperature could be 

reduced using a liquid nitrogen cold plate. 

3.4.1 Bell Jar Conditions 

The bell jar was prepped by pumping down to less than 0.1 mbar, then purging 

the chamber 10 times with dry air, pumping down to 1 mbar after each purge. A final 

pressure in dry air was held at 10 mbar for most of the testing. Temperature inside the 

bell jar was nominally left at room temperature (~20 °C) apart from a varying 

temperature experiment to compare the change in speed of sound as a function of 

temperature from the sonic anemometer to a theoretical model, as discussed below. 
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Figure 10, Bell jar diagram. Note the thermocouple tree made up of 3 T-type thermocouples at 

ascending heights. 

 

3.4.2 Software 

The sample rate of the ADC was set to 2.933 Msps (44 MHz / 15 cycles per 

point). This was a good balance between resolution and window size with a limiting 

amount of RAM. The microcontroller produced an adjustable linear chirp with a Tukey 

window (r=0.5) and ~2 ms duration (see RAM limitation and chirp production code in 

The System, Software for more detail). The beginning and end frequencies were varied 

around the resonant frequency of the transducer to find the best band. The adjustability 

also allowed for bursts of a single frequency to be tested. The desired waveform was sent 

through a DAC and into the amplifier as well as directly back into an ADC to record 

reference signals. Resulting time domain data (RX/TX) from the microcontroller was sent 
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to a Raspberry Pi where it was stored for retrieval. The system could retrieve 

bidirectional 3-axis data at a rate of 0.44 Hz. This meant that 6 time-domain waveforms 

were sent every 2.25 s. Data on board the microcontroller was handled with DMA when 

being moved between RAM, DAC, and ADCs. 

All post processing was done in MATLAB, including transducer model 

corrections, interpolation, and correlation functions. The correlation functions utilized 

were FFT-CC, GCC-PHAT, and PS. This provided a comparison of algorithms. A few 

other methods were considered, such as GCC-SCOT [58] and L2WR [59], however, their 

performance differences were not large enough to warrant further testing. The FFT-CC 

method utilized a Prior Estimate (TDPE [60]) approach to help eliminate peak ambiguity 

and improve processing time. A ToF from FFT-CC was found by determining the 

maximum of cross-correlated (FFT-CC) data (example in Figure 12). Spline and lowpass 

interpolation were compared in three configurations applied to the RX and TX time 

domain data, applied to the time domain cross correlated data, and applied to the RX, TX, 

and correlation data. Each subsampling was done at a 4x resolution increase, meaning 

latter configuration ended with an 8x resolution increase resulting in an effective 42.6 ns 

data spacing (or 0.03 m/s resolution when c = 340 m/s, L = 0.12m, and v12=10 m/s).  

An offset when measuring the speed of sound was subtracted from the data to 

account for hardware time delays (or hardware phase shifts) from the amplification and 

multiplexer circuitry. This was found by estimating the speed of sound based on 

temperature and subtracting a portion of the ToF (from the sonic anemometer data) until 

the theoretical speed of sound and the anemometer’s measurements agreed. The offset 

calibration factor was used both for ground tests and for the balloon flight. 



37 

 

3.5 Results 

3.5.1 Transducer Models 

A proposed method to improve accuracy in this thesis was the use of a physical 

model (transfer function) to account for the signal passing through two transducers (TX 

and RX). The models were applied to a reference signal captured from an ADC prior to 

performing the cross correlation with the received waveform. Physical property estimates 

of 𝜔𝑛=39 kHz and Q=30 were used based on transducer impedance and transmission 

mode testing, see Figure 11. A comparison was made with and without the model using a 

36-42 kHz chirp and a 41 kHz burst (a 41 kHz burst was used on the balloon flight to 38 

km). This test resulted in a preference toward using the transducer model when a burst 

was used, and not using the model when a chirp was used. With the sharpest overall 

envelope peak being a chirp without a model, see Figure 13. 

 

Figure 11, Time domain graph showing TX Reference signal (red) without and with a physical model 

(blue) as well as an RX signal (black) after passing through both transducers. Note the DC bias and 

noise at the beginning of the RX data which could interfere with GCC-PHAT. 
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Figure 12, FFT-CC applied to an 2 ms windowed chirp from 36-42 kHz at 10 mbar and 20C. Note the 

possibility for peak ambiguity of 'FFT-CC' (red) as the envelope peak widens. Values of ToF were 

taken from peaks of the red line. 

 

 

Figure 13, FFT-CC envelope comparison of chirps and busts with and without the use of a physical 

model. Note that the model makes the burst peak sharper and the chirp peak wider. 
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 Observing the sharpness of peaks was not the only method to characterize 

the performance of the anemometer and signal processing method. It can only be utilized 

with FFT-CC and the main benefits of a sharper peak was a reduction in peak ambiguity, 

which was largely mitigated with a different strategy of previous estimates [60]. In order 

to evaluate any further methods, such as interpolation or PS, the standard deviation of the 

flow velocity was used as a way of comparison. Comparing the peak sharpness did help 

characterize the frequency response of the transducers, helping to determine an 

appropriate start and end chirp frequency for further testing. 

3.5.2 Comparing Linear Chirp Ranges 

 According to theory [50], the wider band of frequencies a transducer can 

produce the better correlation between signals can be found due to a more distinguished 

ToF peak, see Figure 12. Since this device utilized narrowband transducers (Q-factor ≈ 

30), an exploration into different bands was conducted, see Figure 14, to evaluate the 

capabilities of the CUI transducers to produce off resonant frequencies. An optimal 

frequency chirp range appeared to be around 36-42 kHz, with any further widening of 

frequency band leading to no further sharpness. This was likely due to the narrowband 

nature of the transducer; it simply lacked the ability to effectively produce frequencies 

lower or higher than the 36-42 kHz range. Overall, the chirps had sharper peaks than the 

bursts which was expected, and the 36-42 kHz range appeared to be an optimal waveform 

and was used for further optimization strategies. Additional testing could be conducted 

with chirps not centered around the resonant frequency. However, the 36-42 kHz range 
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appears to be near the frequency production limits of the transducers based on 

manufacturer specifications (see Figure 36 of the Appendix).  

 

Figure 14, Comparing effects of chirp and burst frequencies on cross-correlation. Note that the 

bursts tend to have wider envelope peaks and the chirp peaks do not change much after 37-41 kHz 

(light blue). These tests did not include physical models or interpolation. 

3.5.3 Interpolation 

 

Figure 15, Example of lowpass interpolation (subsampling) of data at a 4x resolution increase. Note 

that when peaks are between data points this can improve precision of ToF. 
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Interpolation was conducted in 3 different ways: on the RX/TX waveforms, on 

the cross-correlation results from FFT-CC (CC interpolation), and a combination of 

applying interpolation to both the RX/TX and the cross-correlation waveforms. Table 4, 

shows the resulting standard deviation of wind velocity within the bell jar. These results 

show minimal improvements when applying interpolation to data collected from this 

device. Notably, applying transducer models helped the constant frequency burst 

regardless of interpolation but had minimal effect on the chirp velocity data. This was 

likely a result of the peak sharpening phenomena that can reduce ambiguity as to which 

cross correlation peak was the maximum (most correlated). The comparison of Lowpass 

and Cubic Spline interpolation shows no appreciable differences. CC interpolation 

appeared to be less effective as RX/TX interpolation but could reduce processing power 

as the subsampling happened after FFT and was applied to a single waveform (TX/RX 

interpolation required the subsampling of both the TX and the RX waveform). The CC 

interpolation could be used with truncated data about the peak of interest, further 

reducing processing time. 

Overall, the data did not improve much when adding interpolation to the signal 

processing which was uncharacteristic according to expectations from the literature. This, 

and a similarity of wind measurements even after interpolation, see Figure 16, led to an 

exploration into the possible noise and error sources within the system. 

The most impactful improvement was observed with bursts, therefore a 

recommendation to use interpolation with balloon data (captured with 41 kHz bursts) can 

be made. The wind data of Table 4 also shows the benefits of using a transducer model 
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when a burst was being processed. Note that the values of Table 4 are not zero, meaning 

there was considerable noise in the system, see Error Sources for further exploration into 

this phenomenon.  

Table 4, Standard deviation of wind velocity (m/s) after applying interpolation different ways. Lower 

is better. There is no noticeable difference between Lowpass and Cubic Spline interpolation when 

considering RMS deviation. 

 36-42 kHz Chirp, FFT-CC, No Models 41 kHz Burst, FFT-CC, No 

Models 

No 

Interpolation 

TX/RX 

Interpolation 

CC 

Interpolation 

Combined 

Interpolation 

No 

Interpolation 

TX/RX 

Interpolation 

Lowpass 0.1159 

(0.1031*) 

0.1098 

(0.1164*) 

0.1100 0.1098 0.1219 

(0.1052*) 

0.1086 

(0.0884*) 

Cubic 

Spline 

0.1159 

(0.1031*) 

0.1098 0.1103 0.1098 0.1219 

(0.1052*) 

0.1089 

*With Transducer Models 

 

Figure 16, Graph of wind data (122 data pt.) collected with 36-42 kHz chirps at 10 mbar and FFT-

CC. Note how similar the data points are even after interpolation. 
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3.5.4 PS and GCC-PHAT 

Until this point, FFT-CC (a direct cross correlation equivalent) was the main 

method for determining ToF. However, other algorithms that could potentially improve 

wind measurements were investigated including PS and GCC-PHAT. PS was found to be 

a viable method, see Table 5, with a disadvantage of phase ambiguity that needed an 

estimation of speed of sound (found from temperature) to operate. GCC-PHAT failed to 

determine reliable ToF data, likely do to a low signal to noise ratio [50], [61], possibly 

from internal noise from the amplification electronics. Further exploration into GCC-

PHAT can be found in the Error Floor analysis. All the methods appeared to trend toward 

a lower limit, about 0.1 m/s, when evaluating standard deviation indicating some sort of 

noise in the system prompting an exploration into Error Sources. 

Table 5, Comparison of correlation algorithms and their resulting effect on wind velocity standard 

deviation (m/s). 

 FFT-CC PS GCC-PHAT 

36-42 

kHz 

41 kHz 36-42 

kHz 

41 kHz 36-42 

kHz 

41 kHz 

No 

Interpolation 

No 

Model 

0.1159  0.1219 

0.1641 0.1108 SNR to Low 
Model 0.1031 0.1052 

RX/TX 

Interpolation 

No 

Model 

0.1098 0.1086 

Model 0.1164 0.0884 

 

3.5.5 Temperature Variation 

An 8-hour temperature varying test was conducted from 10 to 40 mbar with a 

temperature variation of 0 to 20 °C. This test helped verify that the sonic anemometer 

was operating correctly within the bell jar. For this test, 2 ms long bursts of 39 kHz were 

used. Both PS and FFT-CC with all its optimizations worked well. The speed of sound 
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measured by the sonic anemometer fit well with theoretical expectations from air 

temperature as seen in Figure 17. The ideal gas model used for theoretical speed of sound 

followed, 

 

𝑐 = √
𝛾𝑅𝑇

𝑀
 

(23) 

 

where 𝛾 = 1.401 is the ratios of specific heats, 𝑅 is the ideal gas constant 8.3145 

8.3145
J

K∗mol
, T is the temperature in Kelvin, and 𝑀 = 28.85

𝑔

𝑚𝑜𝑙
 is the molar mass of 

dry air. 

 

 

Figure 17, Bell jar temperature readings from the thermometer tree of sensors at different heights 

(left). Comparison of speed of sound measured from sonic anemometer data and from expectations 

based on temperature (right). 
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3.6 Error Sources 

3.6.1 Estimation of Errors 

Table 6, Table of expected error sources and their impact on the system. 

Type of Error Estimated Error Size (m/s) 

Sampling Frequency Quantization 

(without interpolation) 

3x10-1         (0.316 for c, or 0.153 for v) 

Bell Jar Flow* ~10-3           (0.001) 

ADC Clock Fluctuations** 5x10-5         (0.00005) 
*Based on typical order of magnitude under natural convective flow of a heated vertical plate when T1 = 21.8 °C, T2 = 

22.4 °C, and 8 mbar. 

**Error of 0.25% (specified in developer board data manual) on 44MHz ADC clock. This was propagated through 

speed of sound equations based on ToF, c = 340 m/s, v = 0, and L = 0.12 m.  

 

Estimations of specific error magnitudes were made, see Table 6, to investigate 

possible contributions to error. This shows a large portion of error could come from the 

quantization of digital data. This is likely why interpolation is commonly used. The ADC 

clock fluctuations were an estimation based on the manufacturer’s claims on clock 

accuracy. Clock jitter and internal ADC noise were not estimated but could have been a 

large source of error. 

3.6.2 Error Floor 

To explore sources of error, a test was performed which isolated the 

microcontroller from its accompanying multiplexors, transducer amplifiers, and 

transducers. This was done by connecting the output of the TX DAC directly to the RX 

ADC of the development board. It was assumed that any error found with this method 

could be an ideal target for the current system as a whole (i.e. with amplifiers and 

transducers present). This limit acted as a floor that was inherent to the digital system. 
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Figure 18, Diagram of isolated microcontroller by removal wires to external hardware and an added 

short. 

The approach to isolate just the microcontroller to find its error range was 

conducted over 5 min of data taking with a 36-42 kHz chirp to match previous testing 

parameters. This resulted in an error floor not much lower than data collected within the 

bell jar with true acoustic signals (std. of ~0.06 m/s when isolated compared to ~0.09 m/s 

in the bell jar with all acoustic hardware active). 

In addition, GCC-PHAT was tested on the data collected with the isolated STM32 

to see whether its instability to perform on real data was due to SNR problems from the 

rest of the system. GCC-PHAT requires an operating range above a 5-10 dB SNR [50], 

[61]. Since the RX waveform an had SNR of approximately 9 dB within the bell jar 

(found with  ATLAB’s “snr” function) it appears that the noise level could have been 

too large for GCC-PHAT leading to poor results. When tested under an isolated 

microcontroller GCC-PHAT functioned as expected, see Table 7. 

Table 7, Standard deviation of wind velocity (m/s) with an isolated microcontroller. 

36-42 kHz Chirp, Isolated Microcontroller 

FFT-CC PS GCC-PHAT 

Raw TX/RX 

Interpolated 

Raw TX/RX 

Interpolated 

Raw TX/RX 

Interpolated 

0.0824 0.0623 0.0569 0.0571 0.0809 0.074±0.005* 
*Depended on where TX/RX window was made before GCC-PHAT algorithm.  

TX DA 

RX AD 

 icrocontroller

TX Amps

RX Amps

 UX

Transducers

Removed Wires

Added Wire
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Figure 19, Apparent wind velocity variations found through different algorithms with an isolated 

STM32 board (no acoustic hardware). Note that GCC-PHAT and PS do not visually improve with 

interpolation, and that FFT-CC (without interpolation) and GCC-PHAT produce similar results. 

This level of variation is present purely in the digital hardware and is not due to the 

amplification/multiplexer electronics, transducers, or acoustics. 

 

3.7 Ground Test Discussion 

Other ToF methods were considered but not tested. For example, using simulated 

reference waveforms or forgoing reference waveforms altogether could help improve 

results for windspeed but were not attempted. Further exploration into higher 

interpolation subsampling, reducing sampling rate (<3 Msps), shorter signals, other GCC 

weighting strategies (not PHAT), and reference wave elimination are all possible avenues 

moving forward. However, the error floor analysis indicates a limiting factor being the 

internal noise of the STM32L476RG development board. The microcontroller was by no 

means high end (~$15 USD) or designed for precision data acquisition. The development 

board did not implement noise reduction strategies, such as ground shielding of analog 
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signal on the PCB or in the die. Future progress could be made to shift off a consumer 

development board to a purpose-built device for higher performance. Future iterations 

could also include wider band transducers which could reduce the peak ambiguity 

phenomena. 

Overall, ground testing indicated that the system using pure tone bursts near 41 

kHz or chirps in the 36-42 kHz band could resolve wind and speed of sound with an 

approximate resolution under 0.05 m/s and standard deviation of 0.1 m/s. Both the PS 

and FFT-CC methods worked. However, GCC-PHAT did not perform well due to SNR 

limitations. Interpolation and transducer model preprocessing did not have substantial 

impacts on random variance in measured velocities. The FFT-CC method needed a prior 

estimates approach [60] to greatly reduce peak ambiguity in the correlation data. 2pi 

phase wrapping ambiguities were a weakness for PS processing and were mitigated by 

incorporating external speed of sound values and use of  ATLAB’s unwrap function. 
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4 Balloon Flight 

A stratospheric flight was conducted on a NASA balloon out of New Mexico in 

August 2022. 

4.1 Method 

The device operated at 41 kHz with 4ms bursts of sound for the duration of the 

flight. As intended, time domain data was captured and saved to the system’s Raspberry 

Pi. All wind calculations were conducted with MATLAB post-flight with a cross-

correlation algorithm that included a physical model, previous estimates, lowpass 

interpolation (4x), and FFT-CC; this method followed from recommendations found in 

bell jar testing during the ground test. When applicable, a transform matrix was applied to 

switch from anemometer coordinates to gondola coordinates. The physical layout and 

coordinate systems are shown in Figure 20. 
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Figure 20, Diagram of anemometer on gondola showing the difference between the anemometer and 

the gondola coordinate systems.  

 

To verify the accuracy of wind velocity data, a comparison to ascent velocity was 

made. The onboard GPS unit provided altitude data which was converted to an ascent 

rate using a numerical derivative. This was compared to vertical wind (Z in gondola 

coordinates) from the anemometer. Assuming minimal environmental vertical wind 

(ground coordinates), the ascent velocity from GPS and vertical wind velocity from the 

anemometer should be comparable. Since a speed of sound can be measured from the 

anemometer, a comparison of speed of sound from the anemometer to speed of sound 

based on air temperature (ideal gas) was made. A final benchmark for the anemometer 

was an investigation into the spectra of vertical wind at float and a comparison to the 

spectra from vertical GPS velocity. The dominating altitude changes are the result of 
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buoyancy forces visible in a buoyancy frequency. Ideally, this frequency should appear in 

both the GPS data and the sonic anemometer data. 

4.2 Result 

Launching from  ort Sumner, New  exico ( 4°  2.7 ’ N, 10 ° 2 .0 ’ W) on 

August 23, 2022, SPARROW-3 (NASA) rose to a float altitude of 38 km above sea level 

where it stayed for 3 hours. Fig Y describes the flight trajectory and Fig X shows a photo 

taken from the gondola at float. The total flight lasted 6 h and touched down 127 km 

away at 34°  2.20’ N, 10 ° 1 .20’ W. The balloon experienced pressures from 100 mbar 

down to 3.9 mbar and temperatures ranging from 20 C down to -60 C.  
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Figure 21, Preflight (left) and float (right) photos from August 23, 2022 balloon flight. 

 

 

Figure 22, Map of flight trajectory. 
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Launch
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Figure 23, Environmental data (temperature, pressure, and altitude) during flight. Note the 

  sc   a cy b       NA A’s  h  m m     (y ll  ) a    h  a  m m    ’s (P 100 a    C) during 

float. This was attributed to solar radiation on the Tufts sensors. 

 

The IMU data captured had a clear resolution difference between the VN100 and 

the BSO080, with the VN100 having higher resolution in all metrics (i.e. accelerometer, 

gyroscope, and magnetometer). Figure 24 and Figure 25 show graphs of IMU data just 

after launch to before float and during float. The IMU data was not utilized in any further 

comparisons or studies. However, comparing some of the IMU metrics with anemometer 
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wind velocities could be done. For example, during ascent the gondola rotated about the z 

axis (see Figure 24) which could be compared to x or y axis wind data from the 

anemometer. In addition, in future work the IMU frame of reference can be used to 

convert the gondola coordinates into a world frame. 

 

 

Figure 24, Graphs of IMU data from balloon ascent. Acceleration was compared on the x axis, Gyro 

on the z, and Mag on the x. 
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Figure 25, Graphs of IMU data from balloon float. Acceleration was compared on the x axis, Gyro on 

the z, and Mag on the x. Note the large quantization of the BNO080 sensor. 

 

The comparison of vertical velocity from the anemometer and the GPS was very 

favorable. The anemometer indicated a velocity of ~6 m/s and the GPS ascent velocity at 

a similar ~6 m/s (Figure 26). Both the investigations into speed of sound and buoyancy 

frequency resulted in expected outcomes. The speed of sound measured from the 

anemometer followed closely with that calculated from temperature. There was a subtle 

separation of speed of sound as temperature dropped, this could be due to the temperature 

sensor being open to solar radiation possibly heating it more than expected. As the 
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pressure dropped the radiative heating factor may have become more prevalent. When 

comparing the spectra at float from the anemometer to the GPS, there is a similar hump 

around 2-3 mHz, which is in line with expectations of the buoyance frequency. The 

results of these tests indicated successful operation of the sonic anemometer during 

ascent up to an altitude of 15 km with vertical flow velocity matching closely with ascent 

rate and speed of sound measurements matching well with expectations.  The instrument 

continued to perform at float (altitude of 38 km), however it was more difficult to 

determine whether the measured wind values were accurate as we had no expectations or 

other sonsors to compare against. 

 

 

Figure 26, Comparison of gondola velocity found with GPS measurements to anemometer wind 

velocities. Note the agreement between GPS and the anemometer. 
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Figure 27, Comparison of speed of sound from temperature and from each anemometer axis during 

balloon ascent. Note that the X axis' (blue) unit shifts are likely from peak ambiguity in the 

correlation data, see Figure 12. 

 

The anemometer did experience some limitations. It was fully operational above -

40 ºC, however, below that temperature produced signal amplitudes larger than the 

hardware could handle (see Appendix Figure 39). As the air heated up with ascension 

into the stratosphere, this overloading of the hardware disappeared. Another fault 

occurred above 24 km where one of the axes (Figure 40) had a substantially lower signal 

to noise ratio (SNR). This led to less than expected wind velocities from this singular axis 

at float (see Figure 30). Excluding an axis at float meant having to make some 

assumptions before a comparison of GPS vertical velocity could be compared with the 

anemometer values. Since the anemometer axes were mounted 45 deg off with respect to 

the gondola’s  -axis and one of the anemometer axes that contributes to the gondola Z-

axis was faulty a float, an assumption of small X and   wind in the gondola’s coordinate 

system was made. If this is true then a projection of the GPS velocity onto the 
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anemometer’s usable axis can be made (Figure 28) and a spectra taken (Figure 29). 

However, without any other instrument to compare to, the small wind approximation 

could not be independently verified.  

 

Figure 28, Vertical GPS velocity projected onto working anemometer axis (Y) at float. 

 

 

Figure 29, Spectrum of working anemometer axis and projected GPS velocity at float. 
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When looking at the wind data from float there appears to be no major 

abnormalities. The relative wind of the anemometer rarely peaked above 5 m/s which was 

expected for the altitude. There were some prominent features, both at the beginning of 

float (15:30 – 16:30 UTC) and toward the end of float (18:15 – 18:30 UTC). These 

features were larger than expected from the buoyancy frequency movement or subtle 

rotations of the gondola. They could be gusts of wind that changed relative to the 

gondola’s position and could be important in gravity wave or solar phenomena research. 

However, there was no way to independently versify the accuracy, since this was the first 

sonic instrument to operate at this altitude. 

 

 

Figure 30, Graph of wind velocity at float from the sonic anemometer. Note that this is in the 

a  m m    ’s c      a   sys  m a    ha   h  X ax s (black) is reporting low wind values likely from 

a low SNR. 
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4.3 Flight Discussion 

Overall, the system including the 3-axis sonic anemometer and all other sensors 

operated successfully throughout the 6 hour flight and recorded all major features 

including ascent, float, and decent withing expectations. There were some findings that 

could be addressed in future revisions. The most pressing concerns were the one noisy 

axis at float, and the large signal strength at low temperatures (<-40 ºC). The higher noise 

levels on the x-axis were observed during ground testing before flight, but the cause was 

not isolated and the issue could not be corrected in time for delivery. In future iterations, 

new boards, transducers, and head will be used and this issue will be isolated and 

repaired. The difficulty with operation at temperatures below -40 ºC could have been 

caused by a shift in transducer resonant frequency resulting in a larger than intended 

signal (we operated off resonance at 20 ºC). This issue would be best addressed by 

identifying a broadband transducer and operating over a wider and to avoid resonant 

effects. A broadband signal would also reduce peak ambiguity with the FFT-CC 

algorithm. Other updates to consider in the future include upgrades to the digital 

hardware to increase sample length, increase time domain signal storage speed, and 

reduce noise within the digital electronics to improve accuracy and resolution.  
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5 Conclusion and Future Work 

An STM32 L476RG based development board successfully replaced analog phase 

measurement chips in a high altitude (low pressure) sonic anemometer. Its 

implementation involved the design and creation of a daughterboard that acted as an 

adapter to existing hardware, as well as ample program creation to facilitate the capture 

and processing of time domain signal data. The anemometer took 3-axis velocity data, 

enough to fully characterize air velocity in three-dimensional space, every 2.25 seconds 

(0.44 Hz) with a possible resolution of 0.05 m/s (using FFT-CC and interpolation). 

Internal noise, primarily from digital hardware limitations in the ADC, clock, etc. 

produced a resolution limitation of 0.1 m/s in terms of velocity standard deviation. The 

new hardware had little effect on the system’s power consumption (< % out of  .  W 

total) and performed well for ground testing and a subsequent balloon flight test. 

Firmware and programs were written to operate the new microcontroller, most notably 

were the data capturing firmware of the STM32 in C# and the post processing method to 

determine wind velocity in MATLAB. The creation of the firmware emphasized the need 

for DMA and high data throughput, while processing of the time domain data yielded 

recommendations for optimal correlation techniques. 

Successful ground testing of the system cleared the way for flight aboard 

SPARROW-3, a NASA high altitude zero pressure balloon. A bell jar was used to 

emulate a low-pressure environment for ground testing of the anemometer. This allowed 

for optimization of post processing methods and validation that the system could operate 

before flight. This resulted in successful tests down to 10 mbar and 0 ºC. The 
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anemometer was subsequently sent to Fort Sumner, New Mexico where it flew on 

SPARROW-3 with launch on August 23, 2022. The flight lasted 6 hours from launch to 

touchdown and reached an altitude of 38 km. The anemometer functioned throughout the 

flight with only minor issues, namely an oversaturation of signal below -40 ºC and signal 

to noise problems with one of the axes at float. Resulting wind velocities indicated the 

balloon’s ascent velocity during travel upward to float and the buoyancy frequency of the 

balloon at float. Possible gusts on the order of 5 m/s relative wind were also observed 

during float.  

5.1 Future Work 

While the system operated successfully, points of improvement became apparent 

during the study. The STM32 L476RG operated at its functional limit with respect to 

RAM and data throughput. A switch to higher performance hardware could aid in a 

future goal of a 10 Hz sampling rate, a frequency desired for studying turbulent boundary 

layer eddies on Mars and high-altitude balloon navigation. The mechanical hardware also 

has room for improvement. A redesign of the head structure and inclusion of wider band 

transducers could positively impact resolution and low-pressure operation. For example, 

removing select octahedral edges (Figure 32) could help eliminate structural vibration 

transmissions and wider band transducers would reduce peak ambiguity in ToF 

acquisition (Figure 14). There was also data from IMU units that was not explored in this 

thesis. Comparing IMU data to anemometer data could be significant in modeling balloon 

physics for platform stability or converting wind velocity into a global coordinate frame. 
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The velocity data has yet to be analyzed for features related to gravitational waves, solar 

events, etc. and could be another avenue for future research. 
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Appendix 

 

Figure 31, PCB123 daughterboard schematic. 
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Figure 32, Bell jar testing of an octahedral without every edge. 
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Chirp Production Code in C 

 

 

 

Figure 33, Code used to produce a linear chirp with a Tukey window. 
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Select Board Configuration Settings 

 

Figure 34, STM32 Clock Configuration. 
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Figure 35, Select settings from ADC, DAC, TIM2 (Timer), DMA, and UART control menus. 
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Figure 36, Frequency responses of the CUI CUSA-TR80-15-2000-TH in transmission and receiving 

configurations. Note the resonant peaks around 40 kHz, and a more linear region above 41 kHz that 

has less power/sensitivity. This was likely taken at 1 atm bringing its applicability into question. 
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Figure 37, Select MATLAB code for FFT-CC with Prior Estimates. 

 

Figure 38, MATLAB code used to apply the transducer transfer function twice to the reference 

signal. 

 



76 

 

 

Figure 39, Time domain data taken from anemometer axis not overwhelmed with noise at float. Note 

the overwhelimg of the signal at temperatures below -40 ºC. 

 

Figure 40, Time domain data taken from anemometer axis with substantial noise at float. 


