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Abstract. In this paper, we propose new adaptive local refinement (ALR) strategies for first-
order system least-squares finite elements in conjunction with algebraic multigrid methods in the
context of nested iteration. The goal is to reach a certain error tolerance with the least amount of
computational cost and nearly uniform distribution of the error over all elements. To accomplish this,
the refinement decision at each refinement level is determined based on optimizing efficiency measures
that take into account both error reduction and computational cost. Two efficiency measures are
discussed: predicted error reduction and predicted computational cost. These methods are first
applied to a two-dimensional (2D) Poisson problem with steep gradients, and the results are compared
with the threshold-based methods described in [W. Dörfler, SIAM J. Numer. Anal., 33 (1996),
pp. 1106–1124]. Next, these methods are applied to a 2D reduced model of the incompressible,
resistive magnetohydrodynamic equations. These equations are used to simulate instabilities in a
large aspect-ratio tokamak. We show that, by using the new ALR strategies on this system, we are
able to resolve the physics using only 10 percent of the computational cost used to approximate the
solutions on a uniformly refined mesh within the same error tolerance.
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1. Introduction. Adaptive finite element methods (AFEMs) are being used ex-
tensively to approximate solutions of partial differential equations (PDEs) containing
local features; see, e.g., [18, 19, 20, 28, 33, 16, 3]. Consider a PDE, or a system of
PDEs, written abstractly as

(1.1) Pw = f in Ω ⊂ R
d,

with appropriate boundary conditions. Let T be a regular partition [7] of the domain,
Ω, into elements. Define the mesh size h = max{diam(τ), τ ∈ T }. In general, the
refinement process starts on a coarse grid, T0 (level = 0), and iteratively refines and
approximates the PDE on levels � = 1, 2, . . . until the error satisfies a certain criterion.
At each level, some elements are refined in h by splitting them into subelements, and
some are refined in p by increasing the element order. In [24, 25], this concept is
described in the following form:

(1.2) Solve → Estimate → Mark → Refine.
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One goal of adaptive refinement is to construct a sequence of nearly optimal grids,
meaning that a certain error is achieved with a minimum number of elements (or
degrees of freedom (DOF)). In one dimension, it has been proved that this is accom-
plished by equally distributing the error over all elements; [18, 19, 20]. It is believed
that this also holds for higher dimensions. Based on this premise, a simple method
to mark an element for refinement was introduced by Gui and Babuška [18, 19, 20]:
an element is marked for refinement if its local error is within a certain factor of the
largest local error at that level. In [16], a more complicated algorithm was proposed.

Algorithm 1 (threshold-based marking). Given a parameter 0 < f ≤ 1, con-
struct a minimal subset T̂ of T such that

(1.3)
∑
τ∈T̂

ε2τ ≥ f
∑
τ∈T

ε2τ ,

and mark all elements in T̂ for refinement.
The AFEMs in [24, 25] start with this approach and then further mark elements

based on oscillation terms. This marking approach often produces satisfactory results.
With a proper choice of f , one can establish the convergence of the AFEM as well as
optimality of the finest grid. However, the real computational cost was not addressed.
Also, the proper choice of f is different for various problems and unknowns a priori.
In order to achieve the optimal grid with the least amount of work, we expect that
the value of f would require freedom for it to change on each level. We may need to
refine a large fraction of elements at the coarser levels when the grids are too coarse
to resolve the local features of the solution. Then, at intermediate levels, refinement
should concentrate on the elements containing relatively large error. Lastly, at finer
levels, once the error is equally distributed, near global refinement is preferred.

A new approach, described in [5], was developed to address this issue. The algo-
rithm refines elements that minimize a “work-times-error-reduction” efficiency factor
(WEE) at each refinement level. Later, in [15], it was shown that the WEE algorithm
was inefficient for problems with spatial dimension, d, less than the polynomial degree,
p, of the finite element space. Another algorithm, which determined the fraction of
elements to be refined, r, by optimizing the “accuracy-per-computational-cost” effi-
ciency factor (ACE) was proposed and analyzed mainly in one dimension [15, 26]. The
results show that the ACE algorithm is capable of effectively and efficiently detecting
the solution’s local features. In this paper, we extend the ACE algorithm to two and
three dimensions for first-order system least-square (FOSLS) finite element methods.
The resulting linear systems are solved using algebraic multigrid (AMG) in the con-
text of nested iteration (NI). Two variations of the ACE algorithm are also proposed.
The first requires a fixed increase of DOF. The second forces a fixed anticipated error
reduction. This is similar to the threshold-based refinement algorithm except that
an element is allowed to be refined more than once at a single level. Finally, another
algorithm, which minimizes the “anticipated-overall-computational-work” efficiency
factor (NACE) is developed.

NI-FOSLS-AMG yields measures that allow us to estimate the anticipated error
reduction and computational cost, which can be used to make the refinement deci-
sions based on optimizing computational efficiency. The performance of the efficiency-
based adaptive refinement algorithm, applied to NI-FOSLS-AMG, is compared for a
two-dimensional (2D) Poisson problem with steep gradients and a time-dependent
nonlinear magnetohydrodynamics (MHD) problem. The numerical results show that
all of the ACE algorithms used with NI-FOSLS-AMG are capable of approximating
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the solutions within the same error tolerance with much less computational cost than
the threshold-based refinement and uniform refinement. Although we propose the
efficiency-based refinement algorithms for the NI-FOSLS-AMG approach, they can
also be applied to other FEMs and linear solvers, provided that a locally sharp and
globally reliable a posteriori error estimator is available and the computational work
can be roughly estimated. The FOSLS approximation heuristics derived in section 3.1
can be applied to any H1-equivalent a posteriori error estimator. Extending the work
estimate in the context of NI-AMG presented in section 3.2 might not be straightfor-
ward, but work can be estimated by assuming it to be proportional to the number
of DOF. Preliminary results of applying these ideas to the standard Garlerkin finite
element method can be found in [15].

This paper is organized as follows. In section 2, the basic concepts of the NI-
FOSLS-AMG approach are described. The notation used in this paper is also intro-
duced. The efficiency-based refinement strategies are described in section 3. Then the
performance of the ACE- and NACE-type strategies for the 2D test problems are dis-
cussed in section 4. Next, in section 5, results on convergence of adaptive refinement
for FOSLS are discussed. Section 6 describes how the efficiency-based refinement
strategies can be implemented in parallel. Finally, conclusions are formulated in sec-
tion 7.

2. Preliminaries. In this section, we briefly describe the basic concepts behind
the NI-FOSLS-AMG approach and introduce notations used in the rest of the paper.

2.1. FOSLS methodology. FOSLS is a special type of finite element method
that reformulates a PDE as a system of first-order equations and poses the problem
as a minimization of a functional. Here, the first-order differential terms appear
quadratically, and thus the functional norm is equivalent to a norm meaningful to
the problem. To illustrate the basic concepts of FOSLS, consider the PDE written
abstractly in (1.1). Introducing new variables, we arrive at a first-order system

(2.1) Liu = fi, i = 1, 2, . . . ,M.

Assuming fi ∈ L2(Ω), consider the associated FOSLS functional given by

(2.2) G(u, f) =
M∑
i=1

||Liu− fi||20,Ω,

where ||u||0,Ω =
√∫

Ω
|u|2 is the L2-norm. The minimization problem is

(2.3) u = argmin
v∈V

G(v; f).

Here, V is an appropriate Hilbert space, usually (equivalent to) a product of H1

spaces. In many cases, under general regularity assumptions, G(u; f) is “elliptic” with
respect to the V norm; see, e.g., [11, 12]. That is, its homogeneous part, G(v;0), is
equivalent to the squared V norm:

(2.4) c1 ≤ G(v;0)
||v||2V

≤ c2

for some positive constants c1 and c2 and for every v ∈ V . This ellipticity enables
the existence and uniqueness of the solution u. Let Vh ⊂ V be a finite-dimensional
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subspace of V ; often it consists of continuous piecewise polynomials. Note that the
discretization can be written as the minimization problem

(2.5) uh = arg min
vh∈Vh

G(vh; f).

Well-posedness of (2.5) follows directly from the ellipticity. Therefore, the FOSLS
formulation is not restricted by any LBB condition. While not a necessary condition,
if V is a product of H1 spaces, then ellipticity also enables an optimal multigrid solver
of the discrete system [12]; that is, standard multigrid solvers converge with factors
bounded uniformly in mesh size, h.

The introduction of the new dependent variables increases the number of DOF,
much like mixed finite element methods. However, unlike mixed methods, FOSLS
yields a symmetric positive definite algebraic system that is, in general, more amenable
to multilevel solution techniques.

2.2. A sharp and reliable a posteriori error estimate. The FOSLS func-
tional provides a unique capability for adaptive refinement: an effective error indicator
at no additional computation cost. Because the functional value is zero at the solution,
the FOSLS functional itself is a measure of the total error in a given approximation.
It provides both absolute and relative error measures, as well as global and local
error estimates, that are much simpler and potentially sharper than conventional er-
ror estimators. To illustrate this, for any element τ ∈ T , define the local FOSLS
functional

(2.6) Gτ (u
h; f) =

M∑
i=1

||Liu
h − fi||20,τ .

Writing ετ =
√
Gτ (uh; f), the ellipticity in (2.4) implies that

(2.7)
1

c2
ε2τ =

1

c2
Gτ (u

h − u; 0) ≤ ||uh − u||2V,τ

and

(2.8) ||uh − u||2V ≤ 1

c1
G(uh − u; 0) =

1

c1

∑
τ∈T

ε2τ .

An error estimator, ετ , that satisfies an inequality of type (2.7) is called locally sharp.
It implies that if ετ is large, then the error is large within that element. In the
literature, an inequality of type (2.8) is called a reliability bound; see [33]. Note that
a small sum of local estimators, ετ , implies a small global error.

2.3. Nested iteration and algebraic multigrid. NI, or full multigrid [10]
as it is called in the multigrid context, involves starting the solution process on a
relatively coarse grid, where the computational cost is relatively cheap. The solution
on the coarse grid is used as an initial guess for the problem on the next finer grid.
Since the objective on each grid is to minimize the FOSLS functional, the coarse-
grid solution should provide a good starting guess. On each refinement level, solving
discrete minimization problem (2.5) involves fast iterative solvers applied to the matrix
equations. If the FOSLS functional is equivalent to a product H1 norm, then there
exists an optimal multilevel solution algorithm [34]. Experience shows that, in this
context, AMG also yields an approximate solution to the discrete equations associated
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(a) Possible grid after refinement without clean-
up stage

(b) grid after a clean-up stage is used to main-
tain 2-to-1 balance

Fig. 2.1. A mesh resulting in slave nodes and master nodes; the red solid square marks slave
nodes, the blue solid circle marks master nodes. The arrows represent explicit correlations between
slave and master nodes.

with quasi-uniform grids in optimal time with convergence factor ρ bounded uniformly
below 1, independent by mesh size h. AMG methods, together with the NI strategy
and local refinement, provide a powerful approach for approximating solutions of
PDEs. Numerical and theoretical results confirm that the overall cost of such a
scheme resides predominantly in the cost of the finest-level processing. The total cost
is usually cheaper than solving the problem directly on the finest grid, which generally
is not even known in advance.

The NI strategy presents a special opportunity for AMG methods. In general,
AMG requires a substantial set up phase. The NI approach with local refinement
yields a hierarchy of quasi-nested block-structured grids; that is, the coarsest grid may
be irregular, but subsequent grids are increasingly more structured. This hierarchy,
together with AMG, may reduce or eliminate the need for a set up phase at each level.
This will be investigated in future work.

2.4. Refinement. In this section, we discuss the method for subdividing ele-
ments into subelements. The FOSLS methodology allows us to use simple bisection
of elements. Here we describe the algorithm in the context of quadrilaterals in two
dimensions and hexahedral elements in three dimensions. The quadrilateral elements
are partitioned into four subelements of equal area, and the hexahedral elements are
partitioned into eight subelements of equal volume. In the AFEM context, triangles
(tetrahedron in three dimensions) are often employed as finite elements, which require
more attention in the subdivision stage to ensure conforming elements. The newest
vertex routine in conjunction with simple bisection is often used there; see [25]. Al-
though the simple methods we employ produce hanging nodes, the FOSLS method
handles this situation easily. Hanging nodes are nodes along element edges or faces, in
which the edge or face is shared by multiple elements and the nodes are not defined for
some elements; see Figure 2.1. If conforming elements for FOSLS discretization are
desired, each slave node is dependent on its master nodes at the endpoints of the edge
or the face on which it is hanging through an explicit algebraic constraint. Explicit
correlations between slave nodes and master nodes are established; see Figure 2.1(b).

Although not required for FOSLS convergence, we perform an additional clean-
up stage in our implementation so that two adjacent elements sharing an edge or a
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6 ADLER, MANTEUFFEL, MCCORMICK, NOLTING, RUGE, TANG

face should not differ in edge size by a factor greater than 2. Such a constraint is
often referred to as the balance condition or 2-to-1 balance constraint [32, 31]. This
clean-up stage helps to improve AMG convergence. Also, it helps track local features
that are not stationary during a time-dependent simulation.

Remark. Although not pursued here, FOSLS is particularly amenable to non-
conforming finite element spaces. See Berndt’s lemma [6, Theorem 5.2].

3. Efficiency-based adaptive local refinement (ALR) for NI-FOSLS-
AMG. Recall that the goal of efficiency-based refinement strategies is to reach a
certain error tolerance with the least amount of computational cost. Given a poten-
tial refinement strategy, one needs to estimate

• the reduction in the functional norm of the error, and
• the computational cost of solving the resulting system of equations.

These estimates are established in the next two sections.

3.1. FOSLS approximation heuristics. Assume the solution space, V , is a
product of H1(Ω) Sobolev spaces. For any tessellation, Th, with mesh size h, let Vh

be the finite-dimensional subspace consisting of continuous piecewise polynomials of
degree p. Define Ihu to be the interpolant of the exact solution, u, into the subspace
Vh. Then there exists a constant, C, independent of u such that

(3.1) ||Ihu− u||1 ≤ Chs|u|s+1

for 0 < s ≤ p. Here, || · ||1 is the H1(Ω)-norm and | · |s+1 is the H
s+1(Ω) seminorm, (cf.

[7]). We further assume that the solution, u, is smooth enough, i.e., u ∈ Hp+1(Ω),
so that (3.1) is valid for s = p. The following error bound is used to estimate the
functional reduction:

(3.2)

G(uh; f) :=
∑
τ∈Th

Gτ (u
h; f) ≤

∑
τ∈Th

Gτ (Ihu; f)

≤ c2||Ihu− u||21
≤ c2C

2h2p|u|2p+1.

Similar bound holds for the local interpolate error:

(3.3)
ε̂2τ := Gτ (Ihu; f) ≤ Dh2p

τ |u|2p+1,τ

≤ Dh2p
τ Mp+1,τHτ ,

where D is independent of u and hτ , Hτ is the area of element τ , and Mp+1,τHτ

is a bound on |u|2p+1,τ . We assume that D and Mp+1,τ are relatively constant over

element τ . Moreover, we assume Ihu is close enough to uh so that bound (3.3) holds
for local FOSLS functionals:

(3.4) ε2τ := Gτ (u
h; f) ≈ Gτ (Ihu; f) ≤ Dh2p

τ Mp+1,τHτ .

Modifications of the assumptions might be necessary for certain situations, for exam-
ple, when the solution contains a singularity (cf. [15]) or the grid is not fine enough
to resolve features of the solution. In such cases, these assumptions can be adaptively
monitored so that run-time adjustments can be made.

If element τi is split in two in each dimension, then we have 2d new elements
τi,1, . . . , τi,2d in R

d. Using (3.4) as an asymptotic bound, we can estimate the local
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functional after refinement:

(3.5)

2d∑
j=1

ε2τi,j ≈ D

(
hτi

2

)2p

Mp+1,τi

Hτi

2d
2d ≈ 1

22p
ε2τi .

Next, assume that the error is equally distributed among τi,j , which yields

(3.6) ε2τi,j ≈
(

1

22p+d

)
ε2τi.

To give a little insight as to what this means, suppose quadratic elements are used in
R

2. Then the functional in each child element should be about 1
64 of its parent. If we

allow an element to be refined twice, its grandchildren are expected to have a local
functional of about 1

4096 of its grandparent. This suggests local errors can be reduced
quickly and equally distributed if multiple refinements are correctly implemented.

3.2. Work estimate for NI-AMG. Here, we develop a procedure to estimate
the computational work depending on the refinement decision made at each level. Let
� denote the refinement level, with � = 0 the coarsest and � = L the finest grid. We
make the following level-dependent definitions:

• N� =number of elements at level �;
• G�(u

h; f) = FOSLS functional at level �;
• ε2i = G�,τi(u

h; f) = local functional on each element, τi, at level �;

• M�(u
h; f) =

√
G�(uh; f) = error at level �.

The algorithm works by initially ordering the elements at level � so that

(3.7) ε21 ≥ ε22 ≥ · · · ≥ ε2N�
.

Let r ∈ [0, 1] be the fraction of elements to be refined versus the total number of
elements. Define E�(r), the associated fraction of functional to be refined; that is,

(3.8) E�(r) =

∑
i≤rN�

ε2i∑N�

i=1 ε
2
i

.

The functional distribution function, E�(r), is monotonically increasing and concave
down from E�(0) = 0 to E�(1) = 1; that is, E′

�(r) ≥ 0 and E′′
� (r) ≤ 0. The derivative

E′
�(0) can be used to indicate whether the functional is equally distributed. If it

is large, then the functional is dominant in the first few elements. For example, in
Figure 3.1, when the error is dominated in the first two elements, the derivative at
r = 0 is much greater than 1.

The algorithm allows an element to be refined more than once at each level.
Let ri ∈ [0, 1] be the fraction of elements to be refined i times at level �. Let m
be the maximum refinements allowed on a single level. Writing r = (r1, r2, . . . , rm)
and combining the functional distribution (3.8) and the functional reduction heuristic
(3.5), we estimate the functional reduction as a function of r:

(3.9) γ�(r) = 1− E�(r1) +

m−1∑
k=1

1

22kp
[E�(rk+1)− E�(rk)] +

1

22mp
E�(rm).

For the work required to achieve this reduction, the main concern is the increase
in the DOF. Assuming simple bisection of the elements, the anticipated increase in
DOF is easily computed. We have

(3.10) N�+1 � η�(r)N�,
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Fig. 3.1. Fraction of functional versus the fraction of elements to be refined.

where

(3.11) η�(r) = 1− r1 +

m−1∑
k=1

2kn(rk+1 − rk) + 2mdrm.

Assume that the AMG convergence factor is bounded by 0 < ρ < 1 uniformly in
mesh size. This value can be determined dynamically during computation. We fur-
ther assume that, at each level, AMG V-cycles are applied until the discretization
error, M�(u

h; f), is resolved. Then the anticipated number of V-cycles, κ�+1(r), is
determined by

(3.12) ρκ�+1 ≥ M�+1

M�
=

√
γ�(r)).

Solving for κ�+1 gives

(3.13) κ�+1(r) =

⌈
1

2

log γ�(r)

log ρ

⌉
.

In a real simulation, a certain number of V-cycles are needed to extrapolate the
discretization error. Denoting this number by ncycmin, we have

(3.14) κ�+1(r) = max

(⌈
1

2

log γ�(r)

log ρ

⌉
, ncycmin

)
.

Now the work on the next level � + 1 is given by

(3.15) W�+1(r) = [cs + cvκ�+1(r)]×N�+1 = [cs + cvκ�+1(r)]× η�(r) ×N�,

where cs and cv represent the respective set up cost and cost factor for a V-cycle.

3.3. Efficiency-based algorithms. Let ET = GL

G0
be the desired total factor of

reduction from the initial functional. We wish to find an overall refinement strategy
that minimizes the total work required to achieve a reduction of the functional by the
factor ET . That is, we want to find a sequence, {r�}..., to minimize the total work:

(3.16) WT =
L∑

�=1

W� with
L−1∏
�=0

γ� = ET .
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Here, W� is the work at level � and γ� is the functional reduction between level �
and � + 1. Several difficulties arise in the solution of such a minimization problem.
The choice of r� depends on the functional distribution, E�, which is unavailable
before refinement is performed at level �. We can estimate the distributions at finer
levels based on heuristics (3.5) and the functional distribution at coarser levels. Such
estimates are often not accurate enough, especially when the grid is not fine enough
to resolve the solution.

Our first approach to (3.16) is based on local optimization at each level �. Define
the effective functional reduction measure as follows:

γ�(r)
1

W�+1(r) .(3.17)

The ACE algorithm, first developed in [15, 26], marks elements for refinement based
on minimizing the anticipated effective functional reduction.

Algorithm 2 (ACE). At level �, order the elements so that

ε21 ≥ ε22 ≥ · · · ≥ ε2N�
.

Allow m-multiple refinements, e.g., m = 1, 2, 3. Let r = (r1, r2, . . . , rm) with 0 ≤
rm ≤ · · · ≤ r1 ≤ 1. Find

(3.18) ropt = argmin
r

γ�(r)
1

W�+1(r)

or

(3.19) ropt = argmin
r

log γ�(r)

W�+1(r)
.

Then refine the first 	riN�
 elements i times, i = 1, 2, . . . ,m.
In some instances, however, the ACE algorithm refines only a few elements. This

may be optimal for the move from grid � to grid level � + 1, but if this happens at
all levels, then the total work (3.16) will be unnecessarily large. Although C0 and ρ
are factored into the algorithm, the above behavior may occur if ρ is very close to 1.0
and C0 is not large relative to the cost of one V-cycle. Furthermore, if elements are
allowed to be refined more than twice, finding ropt can be expensive at finer levels.
One modification that reduces this expense is the use of bins, which we discuss in
section 6.

Below, we propose three variations of the ACE algorithm. The first two, ACE-
DOF and ACE-Reduc, enforce a fixed increase in the DOF and a fixed reduction
of the functional, respectively. The third algorithm, NACE, attempts to optimize
(3.16). Numerical results in section 4 indicate that all the ACE algorithms used
with NI-FOSLS-AMG are able to approximate the solutions to the same accuracy
with much less computational cost than the threshold-based refinement and uniform
refinement.

As indicated above, the algorithm ACE-DOF has the goal of forcing ACE to refine
a certain number of elements such that the number of elements at the next level is a
prescribed factor of the number that would result from performing a single refinement
globally.

Algorithm 3 (ACE-DOF). On level �, order the elements so that the local
functional is decreasing. Assume m ≥ 2. Given a parameter 1 < θDOF ≤ (2d)m, find

(3.20) ropt = argmin
r

log γ�(r)

W�+1(r)
with η�(r) � θDOF .
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In particular, one can choose θDOF = 2d such that the number of elements at the
next level is the same as the number that would result from a single global refinement.

The second variation finds the optimal fraction, ropt, by fixing the anticipated
functional reduction such that it is a prescribed factor of the anticipated functional
reduction that would result from a single global refinement.

Algorithm 4 (ACE-Reduc). At level �, order the elements so that the local
functional is decreasing. Assume m ≥ 2. Given a parameter ( 1

22p )
m ≤ θReduc < 1,

find

(3.21) ropt = argmin
r

log γ�(r)

W�+1(r)
with γ�(r) � θReduc

or

(3.22) ropt = argmin
r

W�+1(r) with γ�(r) � θReduc.

All of the above algorithms are developed based on local optimization between two
consecutive levels. Of course, this does not guarantee global optimization. We also
devise a marking algorithm that minimizes the “anticipated-overall -computational-
cost” efficiency as defined in (3.16) (which we call NACE). Let

(3.23) εT,� =
GL

G�

be the overall functional reduction needed from the current functional to the desired
tolerance. Let

(3.24) K�(r) =

⌈
log (εT,�)

log (γ�(r))

⌉
.

In order to obtain GL, we repeat γ�(r) reduction K�(r) times. The anticipated total
work to accomplish this is

(3.25)

WT,�(r) = [cs + cvκ�+1(r)]
(
η� + η2� + · · · ηK�(r)−1

�

)
N�

= [cs + cvκ�+1(r)]

(
η�(r)

K�(r) − 1
)

η�(r)− 1
N�,

where κ�+1(r), the anticipated number of V-cycles associated with reduction γ�(r), is
defined in (3.14). Now, the NACE algorithm is described.

Algorithm 5 (NACE). At level �, order the elements so that the local func-
tional is decreasing. The refinement decision is made by finding ropt to minimize the
estimated remaining total work, (3.25). This is equivalent to finding

(3.26) ropt = argmin
r

log

(
(cs + cvκ�+1(r))

η�(r)
K�(r) − 1

η�(r)− 1

)
,

where κ�+1, η�, and K� are given by (3.14), (3.11), and (3.24), respectively.
While this algorithm cannot guarantee optimal work as defined in (3.16), it at-

tempts to take into consideration the total work required on all remaining levels.

4. Numerical results. In this section, we explore the use of the proposed
efficiency-based ALR algorithms in two spatial dimensions. The algorithms are first
applied to a Poisson problem with steep gradients. With comparisons to uniform
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refinement and threshold-based (bulk-chasing) refinement, which we have called Al-
gorithm 1, we show that the efficiency-based algorithms are capable of capturing the
error generated at the steep gradients with much less work than the threshold-based
refinement methods.

Next, we investigate a time-dependent nonlinear MHD test problem to show
that the efficiency-based ALR methods work well with the NI-Newton-FOSLS-AMG
method. Qualitatively, the test results demonstrate that within the NI-Newton-
FOSLS-AMG framework, all efficiency-based methods resolve the physical features
with much less work than global refinement. Moreover, for all test problems, the
efficiency-based methods yield a sequence of meshes that equally distribute the func-
tional across elements on relatively coarse levels. This is further discussed in section 6.
All tests are implemented using the first-order system package (FOSPACK) [29].

4.1. Poisson equation. Consider the Poisson problem on the unit square, Ω =
(0, 1)× (0, 1),

(4.1)

{
−Δp = f(x, y) in Ω,

p = g on ∂Ω,

with Dirichlet boundary condition. The equivalent first-order system we study here
is

(4.2)

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

−∇ · U = f in Ω,

U = ∇p,

∇× U = 0,

p = g on ∂Ω,

τ · U =
∂g

∂τ
,

where U is a vector of auxiliary unknowns and τ is the unit vector tangent to ∂Ω.
H1-ellipticity of the corresponding FOSLS functional is shown in [12].

4.1.1. Test problem: Steep gradients and flats. Define the function

(4.3) p1(r, θ) =

⎧⎪⎨
⎪⎩

1 r ≤ 0.7,

h1(r) 0.7 ≤ r ≤ 0.8,

0 r ≥ 0.8,

where (r, θ) is the polar coordinate centered at the origin and h1 is a unique degree 7
polynomial such that p1 ∈ H4(Ω). Similarly, define the function

(4.4) p2(r
′, θ′) =

⎧⎪⎨
⎪⎩

2 r′ ≤ 0.7,

h2(r
′) 0.7 ≤ r′ ≤ 0.8,

0 r′ ≥ 0.8,

where (r′, θ′) is the polar coordinate centered at (1, 0) and h2 is a unique degree 7
polynomial such that p2 ∈ H4(Ω).

The right-hand side, f , and boundary data, g, are chosen such that the exact
solution is given by

(4.5) p(x, y) = p1(x, y) + p2(x, y).



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

12 ADLER, MANTEUFFEL, MCCORMICK, NOLTING, RUGE, TANG

Fig. 4.1. Exact solution.

The three-dimensional (3D) plot of p displayed in Figure 4.1 shows a large gradient
within two thin strips with constants elsewhere. For a given mesh size and approxima-
tion order, the error should be relatively large in the thin strips. To get an accurate
approximation, the refinement algorithm needs to concentrate elements here to effec-
tively resolve these gradients.

4.1.2. Test results. All ACE algorithms are applied to test problem (4.1) with
biquadratic elements. Refinement stops when the functional is reduced by a factor of
10−7. Elements are allowed to be refined at most twice at each level. The finest grids
and functional distribution are depicted in Figure 4.2. They are consistent with the
anticipated mesh because the finest resolution encompasses the strips containing the
large gradient. Furthermore, we see that all schemes result in an equal distribution of
error on the finest grids. In Figure 4.2, we assign colors to each element according to
the size of local functional in such a way that the first color represents local functionals
in the range [ε2max,

1
8ε

2
max], the second color represents the range [ 18ε

2
max,

1
82 ε

2
max], and

so forth. If we consider only the functional distribution within the steep gradients,
since the solution is flat elsewhere, then it is observed that all ACE schemes result in
only three colors within the two thin strips. In other words, local functionals differ
only by a factor of 1

512 . Since the error is the square root of the functional, local errors
are only different by approximately a factor of 1

22 .
To investigate the behavior of each scheme, we tabulate various relevant values

with respect to each refinement level. These results are given in Tables 4.1, 4.2, 4.3,
and 4.4. All schemes work as expected. A large fraction of elements are refined at the
initial levels when grids are too coarse to resolve features of the solution. For instance,
Table 4.1 shows that more than 50% of the elements containing nearly 96% of the error
are refined at the first 5 refinement levels. Then, at the intermediate levels, once local
features of the solution are exposed, a small fraction of elements that contain large
local error are refined; e.g., in Table 4.1, only 34% of the elements are refined at levels
6 and 7. In particular, at refinement level 6, 0.63% of the elements containing nearly
28% of the error are refined twice, which speeds up the process of equal distribution of
the error. Later, at finer levels, since error is fairly equally distributed, a large fraction
of elements are refined once again. For example, in Table 4.1, 82% of the elements are
refined at refinement level 9. To show that ACE eventually results in nearly global
refinement, more refinement levels are required; however, this exceeds the memory
limit of our machine. We give such an example in the parallel section. Furthermore,
the last column in each table shows that the anticipated functional reduction, γ�,
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(a) ACE: mesh after nine levels of refinement (b) ACE-DOF: mesh after six levels of refinement

(c) ACE-Reduc: mesh after eight levels of refine-
ment

(d) NACE: mesh after five levels of refinement

Fig. 4.2. Locally refined meshes and functional distribution.

provides an accurate estimate to the actual reduction at finer levels. This verifies the
FOSLS approximation heuristics derived in section 3.1.

Next, to demonstrate the efficiency of each scheme, we compute the total compu-
tational cost in terms of a work unit (WU) on the finest grid, defined as the amount of
computation required to perform one matrix vector multiplication on the finest grid.
The total computational cost is then given in terms of the total work units (TWU):

(4.6) TWU =

∑L
�=1(Cs + ncyc�)× (ν1 + ν2)× σ� × nnz�

nnzL
.

Here, ν1 and ν2 are the number of prerelaxations and postrelaxations, respectively,
σ� is the operator complexity of the AMG solver at level �, nnz� is the number of
nonzeroes at level �, ncyc� is the number of AMG cycles performed at level �, and Cs

is defined as the set up cost in terms of the cost of a single V-cycle on level �. For this
test problem, V (1, 1)-cycles are employed, and the set up cost is proportional to 30.0
V-cycles. Results show that the total work to solve the linear systems throughout all
levels is about 22 WUs, and the total set up cost is between 158 and 173 WUs. To
illustrate what these numbers mean, we take the finest grid resulting from the original
ACE, set up the FOSLS discrete problem, and solve it using AMG with a zero initial
guess. The results in Table. 4.5 show that the NI-FOSLS-AMG-ACE method requires
only about 137% of the work of solving the problem directly on the same finest grid.

Next, we see from Table. 4.4 that the NACE scheme takes the least levels of
refinement to reach the error tolerance due to a lot more double refinements. This
may lead to possible overrefinement and less accurate grids, which is indeed the case;
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Table 4.1

ACE, σL = 1.899, set up 171.804 WU, solve 22.907 WU.

� G� N� nnz� r1 r2 E(r1) E(r2) η� ncyc γest(γact)
1 1.37e+5 16 9,801 63% 0.00% 96% 00% 2.87 4 0.10(0.49)
2 6.70e+4 46 29,709 52% 0.00% 98% 00% 2.56 4 0.08(0.42)
3 2.85e+4 130 84,277 52% 0.00% 99% 00% 2.57 4 0.07(0.19)
4 5.49e+3 364 234,237 56% 0.55% 98% 16% 2.74 4 0.07(0.11)
5 5.92e+2 1,114 664,061 53% 2.33% 98% 46% 2.88 4 0.05(0.09)
6 5.48e+1 3,505 2,093,261 34% 0.63% 92% 28% 2.09 4 0.12(0.13)
7 7.33e+0 7,756 4,595,173 34% 0.04% 91% 02% 2.02 4 0.15(0.15)
8 1.14e+0 16,213 9,531,203 69% 0.12% 98% 06% 3.09 4 0.08(0.08)
9 1.01e−1 51,157 29,884,277 82% 0.27% 99% 09% 3.50 4 0.07(0.07)
10 7.62e−3 181,633 105,595,645

Table 4.2

ACE-DOF, σL = 1.983, set up 160.695 WU, solve 21.426 WU.

� G� N� nnz� r1 r2 E(r1) E(r2) η� ncyc γest(γact)
1 1.37e+5 16 9,801 81% 6.25% 98% 29% 4.19 4 0.06(0.42)
2 5.77e+4 67 41,873 60% 10.45% 99% 59% 4.04 4 0.03(0.25)
3 1.44e+4 298 184,313 59% 10.40% 99% 82% 4.01 4 0.02(0.05)
4 6.99e+2 1,333 809,373 64% 9.00% 99% 76% 4.00 4 0.02(0.02)
5 1.60e+1 5,920 3,573,901 70% 7.62% 99% 49% 4.00 4 0.04(0.05)
6 7.84e−1 25,153 15,128,019 80% 5.01% 99% 47% 4.00 4 0.04(0.04)
7 3.12e−2 103,444 61,036,269

Table 4.3

ACE-Reduc, σL = 1.994, set up 173.298 WU, solve 23.106 WU.

� G� N� nnz� r1 r2 E(r1) E(r2) η� ncyc γest(γact)
1 1.37e+5 16 9,801 100% 0.00% 100% 00% 4.00 4 0.065(0.48)
2 6.60e+4 64 38,025 47% 1.56% 99% 13% 2.59 4 0.065(0.39)
3 2.59e+4 169 102,677 46% 1.18% 99% 14% 2.52 4 0.065(0.13)
4 3.24e+3 472 284,901 57% 1.27% 99% 11% 2.86 4 0.065(0.07)
5 2.39e+2 1,492 888,377 58% 1.14% 99% 17% 2.86 4 0.065(0.09)
6 2.16e+1 4,627 2,741,061 60% 0.63% 98% 22% 2.87 4 0.065(0.09)
7 1.95e+0 13,849 8,169,677 70% 0.86% 98% 27% 3.20 4 0.065(0.08)
8 1.52e−1 45,448 26,632,607 81% 0.51% 99% 17% 3.49 4 0.065(0.07)
9 1.06e−2 160,897 93,704,707

Table 4.4

NACE, σL = 2.220, set up = 158.112 WU, solve 21.082 WU.

� G� N� nnz� r1 r2 E(r1) E(r2) η� ncyc γest(γact)
1 1.37e+5 16 9,801 100% 50% 100% 93% 10.00 4 0.010(0.228)
2 3.11e+4 160 104,967 46% 23% 99% 86% 5.16 4 0.014(0.095)
3 2.96e+3 958 653,599 72% 29% 99% 97% 6.63 4 0.006(0.008)
4 2.45e+1 6,868 5,511,917 36% 01% 97% 50% 2.18 4 0.061(0.065)
5 1.59e+0 15,277 12,768,435 56% 55% 95% 95% 9.18 4 0.057(0.029)
6 4.58e−2 153,064 108,988,185

Table 4.5

Comparison of NI-FOSLS-AMG-ACE and applying FOSLS-AMG directly to the finest-grid.
ncyc is the number of V-cycles used on the finest grid.

Method Set up cost ncyc Solve cost Total work
NI-FOSLS-AMG-ACE 171.80 4 22.91 194.71

FOSLS-AMG 113.94 10 37.98 141.92
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Fig. 4.3. Comparison of all ACE schemes, where a WU is defined as the cost of one matrix
vector multiplication on the finest grid of ACE.
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Fig. 4.4. Comparison of threshold-based schemes with refinement of 40, 60, and 90 percent of
the functional at each level and the ACE scheme.

see Figure 4.3(a), where the functional-versus-number-of-elements curve and WUs are
depicted. The convergence rates of ACE, ACE-DOF, and ACE-Reduc approach the
optimal rate of quadratic elements, while the convergence rate of the NACE scheme
is slightly slower. Double refinements also have the potential of introducing more
nonzeroes in the resulting matrices; e.g., the NACE scheme results in more nonzeroes
in the finest-grid matrix than ACE and ACE-Reduc, but fewer elements. To compare
the computational work required to reach a certain functional value, we compute the
WUs in terms of relaxation on the finest grid of ACE, which contains 105,595,645
nonzeroes. The ACE scheme (and its two variations) result in smaller functional
values compared with the NACE scheme. It appears that, for this test, when the
WUs equal 180, the functional resulting from NACE is almost an order of magnitude
larger than the functional using the ACE scheme, as seen in Figure 4.3(b).

We conclude our analysis of the Poisson equation by comparing the original ACE
algorithm with the threshold-based marking scheme (1.3). Three threshold-based
algorithms that refine 40, 60, and 90 percent of the functional at each refinement level
are considered. WUs for Figure 4.4(b) are defined as one relaxation on the finest grid
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of ACE. It is shown in Figure 4.4(a) that the convergence rate of ACE is the same
as the best convergence rate of the three threshold-based algorithm. For the same
amount of work, the ACE scheme results in the smallest functional value compared
with the threshold-based schemes. For example, when WUs = 200, ACE results in a
functional one order of magnitude less than threshold-based refinement schemes. This
is expected since the ACE algorithm is based on optimizing computational efficiency.

4.2. MHD. In this section, an incompressible, resistive MHD test problem is
investigated. The results in [1, 2] show that methods such as NI and FOSLS are
capable of solving the nonlinear MHD systems in a minimal amount of WUs. Here, the
various forms of adaptive mesh refinement described above are applied to a tokamak
test problem [13, 14, 27, 30]. A reduced set of MHD equations is obtained that models
a “large-aspect-ratio” tokamak with noncircular cross-sections. The magnetic B-field
along the z-direction, or the toroidal direction, is very large and mostly constant. In
this context, we are able to look at plasma behavior in the poloidal cross-section. The
2D reduced model is described by the following equations:

1√
Re

∇× u−
√
Reω = 0,(4.7)

1√
Re

∇ · u = 0,(4.8)

1√
Re

∂u

∂t
− u× ω − j×B−

√
Re∇p+

1√
Re

∇⊥ω = f ,(4.9)

1√
SL

∇×B−
√
SLj = 0,(4.10)

1√
SL

∇ ·B = 0,(4.11)

1√
SL

∂B

∂t
+

1√
ReSL

(u · ∇B−B · ∇u) +
1√
SL

∇⊥j = g.(4.12)

The x-direction denotes the periodic poloidal direction in the tokamak, whereas the y
dimension represents a thin annulus in the poloidal cross-section. In this 2D setting,
vorticity, ω, and current density, j, are both scalar variables. The remaining variables
are the fluid velocity, u, the fluid pressure, p, and the magnetic field, B. The equations
have been scaled using the Reynolds number, Re, which is the ratio of fluid speed
to viscosity, and the Lundquist number, SL, which is the ratio of fluid speed to
magnetic resistivity. This scaling produces a first-order system that is amenable to
AMG methods in the FOSLS context as shown in [1].

One important application of MHD physics is the study of instabilities that can
occur in tokamak fusion reactors. One such instability, the island coalescence problem,
is described below. The various ACE schemes are applied to see which one most
efficiently captures the magnetic reconnection that results from this instability.

4.2.1. Test problem: Island coalescence. This test problem simulates an
island coalescence in the current density arising from perturbations in an initial cur-
rent density sheet. A current density sheet in the toroidal direction of the tokamak
is perturbed, resulting in an instability that causes a reconnection in the magnetic
field lines and the merging of two islands in the current density field. This produces a
sharp peak in current density where the magnetic field lines reconnect. This region is
known as the reconnection zone, and the point at which the magnetic field lines break
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is known as the X point. See [4, 22, 27] for more detail. We choose a low enough
resistivity (i.e., Lundquist number above 50,000) in order to observe the interesting
physics. For the following simulations, we define

Ω = [−1, 1]× [−1, 1],

Re = SL = 50,001.

The initial conditions at equilibrium are

B0(x, y) =
1

cosh(2πy) + k cos(2πx)

(
sinh(2πy)
k sin(2πx)

)
,(4.13)

u0(x, y) = 0,(4.14)

ω0(x, y) = 0,(4.15)

j0(x, y) = ∇×B0 =
2π(k2 − 1)

(cosh(2πy) + 0.2 cos(2πx))2
,(4.16)

p0(x, y) =
(1− k2)

2

(
1 +

1

(cosh(2πy) + 0.2 cos(2πx))2

)
,(4.17)

where k = 0.2. These initial conditions are perturbed away from equilibrium as
follows:

δB0(x, y) =

(
−ε 1

π cos(πx) sin(π y
2 )

1
2ε

1
π cos(π y

2 ) sin(πx)

)
,(4.18)

δj0(x, y) = ε cos
(
π
y

2

)
cos(πx),(4.19)

where ε = −0.01. The boundary conditions are periodic in x and Dirichlet for the
current density and vorticity on the top and bottom of the domain. We also have n ·u
and n ·B known on the top and bottom. Again, the FOSLS formulation, (4.7)–(4.12),
is H1-elliptic.

4.2.2. Results. The problem was run to time 15τA with a time step of 0.1τA, us-
ing a 2-step backward differentiation formula (BDF-2) implicit time-stepping scheme.
Here, τA is the time in Alfvén units. It is the time needed for an Alfvén wave to travel
across the domain [4, 30]. By this time, the islands have coalesced, and the large peak
in current density has occurred at the reconnection point. Using both uniform re-
finement and the ACE schemes, the instability was captured. With ACE employed,
the grids evolve over time to refine in areas with steeper gradients. In this problem,
as time progresses, a steep gradient occurs at the reconnection point. This is seen in
Figure 4.5. We expect then that most of the refinement occurs in this region, which is
indeed the case. Next, a comparison of the 4 ACE schemes is done relative to uniform
refinement. The work at one time step is calculated by first determining the work of
all the V-cycles on a given refinement level for that particular scheme. These values,
times the number of matrix nonzeroes for the level, are then summed over all grids and
divided by the number of nonzeroes on the finest refinement level for the given prob-
lem. In Table 4.6, the WU values given are with respect to the finest level of the given
refinement scheme. They are an average over all time steps. To compare two schemes,
the average WU value is multiplied by the fine-grid nonzeroes for that scheme and
then the ratio is taken. This ratio is defined as the rork ratio in Table 4.6. Similarly,
the element ratio column is the ratio of elements on the finest grid of the adaptive
scheme compared to the number of elements on the finest grid of the uniform scheme.
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Fig. 4.5. Numerical solution using adaptive refinement. SL = Re = 50,001. Top left, current
density at time 4τA. Top right, current density at time 15τA. Bottom, zoomed-in plot of current
density peak at time 8τA.

Table 4.6

Average number of WUs per time step using uniform refinement versus various ACE refine-
ment. All values are relative to finest grid of uniform refinement. A total of 45 time steps were
performed to compute the averages.

Uniform Ratio to uniform
Work units Avg. elements

80.473 13,380
ACE

Work units Avg. elements Work ratio Element ratio
9.789 1,779.9 0.12 0.13

ACE-DOF
Work units Avg. elements Work ratio Element ratio

29.610 3,040.7 0.37 0.23
ACE-Reduc

Work units Avg. elements Work ratio Element ratio
23.513 3,083.0 0.29 0.23

NACE
Work units Avg. elements Work ratio Element ratio

22.907 2,895.2 0.28 0.22

The results show that using adaptive refinement greatly reduces the amount of
work needed, compared to that of using uniform refinement. ACE requires 12% of the
work that uniform refinement requires. The physics is more localized in this problem,
especially by the time the reconnection begins to develop, and, thus, the refinement
is more localized. It appears that, for this problem, ACE gives the best efficiency.
The functional is reduced to the same order of magnitude in all cases, but original
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Fig. 4.6. Comparison between ACE and threshold-based schemes at time step t = 2τA.
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Fig. 4.7. Comparison between ACE and threshold-based schemes at time step t = 8τA.

ACE needs fewer elements. The ACE-DOF and ACE-Reduc schemes appear to add
unnecessary elements just to get a certain total number or to reduce the functional
more than is needed. The NACE scheme also appears to oversolve. In this case, the
NACE scheme is performing many double refinements and, in fact, frequently jumps
the functional tolerance prescribed on many time steps. However, it is still on par
with the ACE-DOF and ACE-Reduc schemes. Qualitatively, all four ACE schemes
appear to capture the coalescence of the two islands.

As a comparison to the threshold-based schemes described, the island problem
was also run using these schemes with values of 40, 60, and 80% for the number of
elements to refine. Comparisons were made at various time steps throughout the run.
While all different schemes captured the qualitative behavior of the island coalescence
problem, the threshold schemes often required more elements and more work units
to resolve the problem to the same functional values. Figures 4.6 and 4.7 give a
comparison of the schemes for time step 20 (t = 2τA) and time step 80 (t = 8τA),
respectively. These figures show the relationship between number of elements on the
finest grid versus functional and the relationship between the number of WUs and
functional. At time step 20, the solution is still rather smooth, and ACE appears to get
the optimal grid, requiring fewer elements and less WUs to get to the same functional
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value as the threshold-based schemes. At time step 80, the reconnection has taken
place and steep gradients have developed. At this time, all schemes appear to require
more work and elements to resolve the physics. However, ACE is no worse than any of
the threshold-based schemes. While ACE picked the optimal refinement pattern from
the efficiency measures while running, the best threshold method required knowing
the correct percentage ahead of time.

5. Convergence analysis. When devising a refinement scheme it is important
to consider the convergence. Recent theorems, proven in [23], address convergence for
local adaptive refinement in a FOSLS framework. Some quick notational background
is necessary to discuss FOSLS convergence. Note that G(uh; f) = G(E; 0), where
E = uh − u is the error. An F -orthogonal decomposition of E into F -harmonic and
F -local components is given by

E(x, y) = H + η.

See [23] for details. To formalize H and η, consider E− := E(x, y) restricted to the
refinement region, Ω−, and let H− and η− be the associated F -harmonic and local
error components, respectively. We define a set of local functions having support in
the refinement region. We denote the complement of Ω− by Ω+. Define

V− := {u ∈ V : u = 0 on Ω+ ∪ Γ}.

Then

η− := argmin
u∈V−

G(E − u; 0)

and

H− := argmin
u=E on Ω+∪Γ

GΩ−(u; 0).

This decomposition is relevant because an error of type H− cannot be substantially
reduced even by infinite refinement.

Assume that the error in the refinement region satisfies a local saturation crite-
ria. This means that refinement reduces the F -local error component by a substantial
amount. The theory in [23] affirms that if enough of the total error resides in the re-
finement region, the functional is reduced by a substantial amount on that refinement
level. At present, we do not constrain our schemes to ensure that we have enough
error in the refinement region to satisfy the theory; however, in practice, the scheme
typically choses a refinement region containing most of the error. This enables us
to qualify a certain confidence that our scheme is guaranteed to have level-by-level
convergence. In the future, we will explore the utility in determining this constraint
precisely.

6. Parallel considerations. To accommodate the continual need for greater
computing power, it is imperative to implement NI-FOSLS-AMG and the efficiency-
based ALR algorithms in parallel for 2D and three-dimensional problems. In this
section, the base parallel implementation is detailed. Clearly, a global sort of the
local functional values is not efficient, especially in a massively parallel environment.
To overcome this difficulty, a binning strategy is developed that first determines and
broadcasts the maximum local functional value over the entire domain, denoted by
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(a) pACE: mesh after seven levels of refinement
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Fig. 6.1. Mesh and functional distribution after seven levels of refinement, parallel ACE using
geometric binning with single refinement and biquadratic elements.

Table 6.1

Biquadratic elements, pACE with geometric binning, np = 1024.

� G� N� nnz� r1 E(r1) Nbin

1 2.43e+2 4,096 1,568,267 23.93% 99.91% 6
2 1.71e+1 7,036 2,726,075 49.70% 99.81% 5
3 1.33e+0 17,932 7,019,787 52.66% 96.08% 5
4 1.72e−1 47,272 18,607,759 16.35% 72.57% 6
5 5.43e−2 71,509 28,130,203 80.07% 99.19% 5
6 3.99e−3 246,571 95,694,467 96.07% 99.99% 5
7 2.62e−4 961,432 369,373,803 97.58% 99.99% 5

ε2max. The algorithm establishes bins based geometrically on the maximum value and
the factor by which children elements are reduced. That is, in the 2D case mentioned
above using biquadratic elements, the top bin consists of the range [ε2max/64, ε

2
max], and

the second bin consists of the range [ε2max/64
2, ε2max/64]. If an element of the first bin is

refined, its children are expected to land in the second bin and so forth. Each processor
establishes the number of elements and amount of functional in each bin in its domain.
This information is then distributed to all processors by a global MPI Allreduce so
that every processor has the total number of elements and functional in each bin. Each
bin is treated as an abstract element in the efficiency-based formulas. This amounts to
a piecewise linear approximation of the functional distribution function, E(r), defined
in (3.8). Finding the optimal r is greatly simplified because of the smaller number of
bins. If a bin is chosen to be refined, then all elements of that bin are refined.

Preliminary results with this algorithm are very promising, as Figure 6.1 shows.
We list the FOSLS functional, the number of elements, the number of nonzeroes in the
matrix, the fraction of elements and the functional in the refinement region, and the
number of bins at each refinement level in Table 6.1. The results justify the hypothesis
that the ACE algorithm results in nearly global refinement at finer levels. The last
column of Table 6.1 shows that the number of bins at each refinment level is quite
small, which greatly reduces the communication cost. It may be beneficial to coarsen
the bins less aggressively, producing a finer approximation of E(r). This remains
for future research. Also, load balancing issues are important for parallel adaptive
methods (see, e.g., [3]). The load balancing algorithms based on quadtree (octree) and
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space-filling curve described in [32] are being implemented in the parallel FOSPACK
code. Our philosophy is to get as much of the load balanced as possible on coarser
grids. Since our ACE algorithms concentrate on making the error approximately
equal across the elements, nearly global refinements are expected at finer levels. This
automatically ameliorates load balancing issues. Another difficulty in parallel is to
enforce the 2-to-1 balance refinement. To accomplish this, we choose to balance the
local mesh within each processor, followed by balancing the interprocessor boundaries
using the ripple propagation algorithm [31, 32]. Currently, two types of parallel AMG
solvers are available in FOSPACK: HYPRE’s BoomerAMG [17, 21] and the parallel
smoothed aggregation multigrid package parSAMIS, developed at the University of
Colorado at Boulder.

7. Conclusions. In this paper, efficiency-based refinement algorithms for the
FOSLS finite element method with AMG solvers in the context of NI (NI-FOSLS-
AMG) are developed. The algorithms choose which elements to refine based on
optimizing computational efficiency, taking into account both error reduction and
computational cost. Two efficiency measures are considered: predicted ACE and the
new NACE. The use of the FOSLS local functional as a sharp a posteriori error esti-
mate along with NI-AMG methods allow parameters to be computed that are used to
estimate the current measures. In addition, several “flavors” of these efficiency-based
schemes are tested to determine whether adding certain constraints to the efficiency
measure, such as the total number of elements to add or the total amount of error
to be reduced, would make it easier to obtain a near optimal grid. Numerical tests
show that all of the efficiency-based algorithms effectively and efficiently capture local
features of the solution. For the linear test problem, all schemes perform equally well,
suggesting that the standard ACE scheme is sufficient without any extra constraints.
For the more complicated nonlinear time-dependent MHD problem, this also is the
case. In fact, the constrained schemes appear to at times perform unnecessary work,
making them less optimal. However, all schemes greatly reduce the amount of com-
putational cost for solving these problems to a specified accuracy compared to the
cost of uniform refinement. In addition, in comparing the ACE scheme to threshold-
based schemes, ACE either outperformed the threshold-schemes or was no worse than
the best threshold-based method at any given time step. As the optimal refinement
strategy varies over time steps, choosing a scheme such as ACE, which can adaptively
choose the optimal refinement strategy, is preferable in the case in which many time
steps are needed and the physics can change dramatically.

Several aspects still need to be studied. In this work, a generic AMG solver was
used. Deterioration in the AMG convergence for increased time step size as well
as Reynolds and Lundquist numbers are observed in the MHD test. Even a slight
improvement in the AMG algorithm would greatly reduce the total WUs required
to achieve a specified accuracy. AMG algorithms specifically designed for systems of
PDEs are a topic of current research. This might involve the use of newly developed
adaptive multigrid algorithms described more in [8, 9]. In addition, the hierarchy of
the grids resulting from adaptive refinement might be used to reduce or eliminate the
set up phase of AMG at each level. A new multigrid solver might be developed for
problems arising from adaptive refinement procedures. This would involve including
more of the geometry or structure of the grids into the multilevel solver. Since the
problems that would use such schemes, such as MHD, which is used in a variety of
applications, including fusion energy physics and space weather, are gaining increased
interest, it is to reasonable to tune the numerics for such specific problems.
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Many aspects of the adaptive refinement algorithms can be improved. The FOSLS
approximation heuristics introduced in section 3.1 require certain smoothness assump-
tions. When the solution contains singularities, for instance, one might want to adap-
tively determine the strength of the singularity and appropriately apply graded re-
finement techniques rather than splitting elements into subelements with equal size
in each direction. Finally, modifications to accommodate parallel computing need
to be studied, such as various binning strategies used to derive the parallel marking
algorithms. Also, load balancing issues are important for parallel adaptive refinement
methods. At each refinement level, space-filling curves might be used to redistribute
elements such that each processor contains a subdomain with approximately the same
amount of elements or error. As the grid becomes finer, the optimal refinement ap-
proaches uniform refinement, which requires almost no load balancing. This will be
explored in future research.
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[28] U. Rüede, Mathematical and Computational Techniques for Multilevel Adaptive Methods,
Frontiers Appl. Math. 13, SIAM, Philadephia, 1993.

[29] J. W. Ruge, FOSPACK Users Manual, Version 1.0, manuscript, 2000.
[30] H. R. Strauss, Nonlinear, three-dimensional magnetohydrodynamics of noncircular Tokamaks,

Phys. Fluids, 19 (1976), pp. 134–140.
[31] H. Sundar, R. S. Sampath, and G. Biros, Bottom-up construction and 21 balance refinement

of linear octrees in parallel, SIAM J. Sci. Comput., 30 (2008), pp. 2675–2708.
[32] T. Tu, D. O’Hallaron, and O. Ghattas, Scalable parallel octree meshing for terascale ap-

plications, in Proceedings of ACM/IEEE Conference on Supercomputing, 2005.
[33] R. Verfürth, A Review of A Posteriori Error Estimation and Adaptive Mesh-Refinement

Techniques, Wiley-Teubner, Chichester, 1995.
[34] X. Zhang, Multilevel Schwarz methods, Numer. Math, 63 (1992), pp. 521–539.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


